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Abstract

In this paper, we present a framework of orientation analysis for rotated human face detection. A novel orientation histogram is constructed
for statistical analysis of face images, which can show a proper symmetry with respect to the orientation of the principal axis and a local peak
at its orthogonal orientation. By analyzing the orientation histogram, we can easily find the principal axis’ orientation of the rotated face.
Then an upright frontal face detector based on orientation analysis and other knowledge is designed to verify the given face. The experi-
mental results illustrate the effectiveness of our framework. © 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction

Human face detection is important in a face recognition
system, also quite useful in multimedia retrieval [1]. Many
algorithms have been proposed for upright frontal face detec-
tion such as correlation templates [2], mosaic technique [3],
deformable template matching [4], eigenface [5], and neural
network [6,7] but they cannot work well when the face is
rotated. Since users usually expect faces to be detected at
any angle, it is necessary to develop an effective algorithm
for rotated face detection. In this paper, we will mainly address
the issue of detecting rotated face within the image plane, i.e.
frontal face with any angle.

One can directly rotate an upright frontal face detector
repeatedly by small increments to verify the existence of the
face rotated within the image plane. Usually an upright face
detector is invariant to 10° of rotation from upright (both
clockwise and counterclockwise) and the entire detection
procedure needs to be applied at least 18 times (20° per
step) to each image. So, this is a computationally expensive
task. Furthermore, it will also result in too many false
alarms. The better way is first detecting the rotation angle
and then applying the upright face detector only once. In
Ref. [8], a neural network was proposed to detect the rota-
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tion angle of the face image but the detection result is far
from satisfaction (the correct ratio is only 92% when the
error is limited with £10°).

Orientation is one of the basic characteristics in image
understanding and pattern analysis. Since human face is a
typical oriented pattern, it is natural to apply orientation
analysis to detect the rotation angle of the given human
face. Moreover, analyzing the supposed face’s orientation
can help one to verify its existence.

In this paper, we will develop a novel image histo-
gram called orientation histogram for orientation analy-
sis. As a typical case, we utilize it to human face
detection rotated within the image plane. The orientation
histogram of human face shows the symmetry with
respect to the principal axis as well as a local peak
occurs at its orthogonal angle. Then, we can determine
the principal axis’ orientation of the rotated face by
analyzing the orientation histogram and develop a novel
upright face detector based on both orientation analysis
and other knowledge. As a result, the above schemes can
be combined to detect human face rotated within the
image plane.

The organization of this paper is arranged as follows:
orientation histogram is proposed in Section 2. Section 3
analyzes the orientation characteristics in the human face
and presents a detection algorithm for rotated human face.
The experimental results and some conclusions are given in
Sections 4 and 5, respectively.
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Fig. 1. Illustrations of orientation analysis: (a) original image; (b) orienta-
tion map (on a gray scale from 180°, white to 0°, gray; the pixels in black are
not considered); (c) anisotropic strength map on a gray scale from 0, black
to 1, white; (d) orientation histogram.

2. Orientation histogram

In this section, we first introduce a conventional
orientation analysis method, i.e. local orientation analysis.

(a)

Then, a new image histogram, orientation histogram, is
defined for orientation analysis.

2.1. Local orientation analysis

As an important orientation analysis method designed for
singular point detection, the method was firstly proposed by
Kass and Witkin [9] and further developed by Yang et al.
[10,11].

It has been demonstrated that for a strongly oriented
intensity pattern along one direction the power spectrum
of such a pattern clusters along a line through the origin
in Fourier transformation domain and the direction of
the line is perpendicular to the dominant spatial orienta-
tion. Instead of the actual computation in the Fourier
transformation domain the orientation map, 6(x,y), and
anisotropic strength map, g(x,y), can be calculated
directly from intensity image, I(x,y), and its first order
partial derivatives by

J J 21,1,dx dy
1 (0] .

[f, - o

+

|
O(x,y) = 5 tan

|3
~~
N

00

150

- 1’ \

0 20 40 60 80 100 120 140 1860 180

20| j
20 40

60 80 100 120 140 160 180

0 20 40 60 80 100 120 140 160 18(

(b)

Fig. 2. The orientation histograms of noised images: (a) images by adding original image with no noise, Gaussian noise, black—white noise and speckle noise

from top to bottom and (b) the corresponding orientation histograms.
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where tan! is a four-quadrant arctangent function, I,
and [, are partial derivatives of I(x,y), respectively.
Note that 2 is a small neighborhood of pixel, (x,y),
whose size is related with the size of the object that
we want to analyze. The value of anisotropic strength,
g, is between 0 and 1 (close to 1 for a strongly oriented
pattern, and O for isotropic regions).

Local orientation analysis can give the measure of orien-
tation’s strength in Eq. (2) besides the distribution of orien-
tation (using Eq. (1)), which is different from other
conventional orientation analysis tools, such as Gabor
Transform [12]. Due to the use of first-order derivatives in
Egs. (1) and (2) the measure of orientation and its strength is
insensitive to the irregular illumination of the images. Due
to the integration in Egs. (1) and (2) the measure can also be
relatively insensitive to noise.

It should be addressed that the orientation mentioned
earlier refers to collinear orientation, i.e. if two orientations
are collinear (i.e. the difference between them is ), they
should be considered as the same orientation so that the
domain of 0 is [0,7].

glx,y) =

2.2. Orientation histogram design

In order to analyze the distribution of orientations statis-
tically, we develop a new histogram, orientation histogram,
by combining the orientation’s distribution and its strength

H@= Y gy, 3)

O(x,y)=a

where « is the angle of any orientation between 0 and 1, and
g(x,y) is the anisotropic strength of pixel, (x,y), whose
orientation, 6(x,y), is a. For one image, Eq. (3) represents
the sum of anisotropic strength along the orientation, «. It is
clear that H(«) is a w-periodic function.

This orientation histogram defined can be used for statis-
tical analysis of the images. Since local orientation analysis
is insensitive to both irregular lightening and noise, orienta-
tion histogram also has such ability. As an example shown
in Fig. 1, there are two strong oriented patterns along the
angles of /4 and 3w/4, so the orientation histogram has two
peaks at w/4 and 3w/4, respectively. Note that the anisotro-
pic strengths of their point patterns are 0, which means the
spurious orientation generated by such noises can be
restrained. A further illustration is shown in Fig. 2, in
which the original image is added with different types of
random noise: Gaussian noise, black—white noise and
speckle noise. However, their orientation histograms are
rather robust. It shows that the orientation histogram has a
good ability of noise resistance.

Theoretically, the rotation within image plane causes the
translation of the periodic histogram, H(«). After the digi-
tization, this relationship is still approximately held.

Orientation histogram can also be used for other applica-
tions. For example, we have applied to automatic cartridge
identification and the results are rather satisfying. Readers
can see Ref. [13] for details.

3. Orientation based face detection

Face detection is to distinguish human face from other
patterns. Here, we consider the face images in a novel
perspective—orientation.

3.1. Oriented patterns in human face

In the human faces, each organ has its own orientation in
[0,277). If the face is upright and frontal the orientations of
organs can be roughly divided into two groups: horizontal
(for most organs such as eyebrows, mouth and eyes) and
vertical (for nose and cheek). Also human face has strong
symmetry along the nose vertically. We define this symme-
try axis as a principal axis and the organs such as eyebrow,
mouth and eye are reflectionally symmetric (i.e. mirror
symmetric) with respect to its principal axis (note that
reflectional symmetry is different from centric symmetry
as described in Refs. [14,15]). This symmetry is invariant
to rotation within the image plane.

Let B be the orientation of the principal axis and 6(p)
denote the orientation of one pixel, p. Also, we define p as
the pixel symmetric to p with respect to the principal axis.
As mentioned earlier, a typical human face rotated within
the image plane should satisfy

0(p) = 2B — 0H). “4)

From Eq. (3), it can be easily proved that its orientation
histogram, H(a), should be reflectional symmetric with
respect to B and B + /2, i.e.

Ha)=HQy—«a), y=Bor B+ w/2, (®)]

where a € [0, 27).

The orientation histogram, H(«), of one face image
cannot be strictly reflectional symmetric, hence we define
a symmetry measure (SM) to reflect the degree of reflec-
tional symmetry:

SM(a) = r IH(x) — HQ2a — x)|dx. (6)
0

The smaller value of SM(«) shows a stronger reflectional
symmetry with respect to a. When H(a) is strictly reflec-
tional symmetric, SM(«) will be 0. Note that the cheek
cannot influence the symmetry of the orientation histogram
because that the cheek’s orientation is nearly coincident to
a.

Furthermore, a local peak will occur at the orientation
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Fig. 3. Illustrations of finding the orientation of the principal axis: (a)
original face image; (b) orientation map on a gray scale from 180°, white
to 0°, gray; (c) anisotropic strength map from 0, black to 1, white; (d) the
orientation of the principal axis, which is pointed by the solid arrow; (e) the
orientation histogram; (f) symmetry measure; (g) OA measure. The orien-
tation of principal axis is determined by the maximum of OA measure.

orthogonal to the principal axis since most organs in human
face have strong oriented pattern at this orientation.

3.2. Extracting orientation from principal axis

For a rotated face within the image plane the orientation
of the principal axis represents the face rotation status with
respect to upright situation. Suppose that the input window
contains one face, we can take the following steps to extract
this orientation:

3.2.1. Calculate orientation histogram

For each pixel in the input window the orientation, 6, and
anisotropic strength, g, are calculated, respectively. In order
to remove the influence of orientation brought by small
gray-level difference between pixels (for example, in

some smooth area, due to the quantization of gray-level
the pseudo orientation may occur), we only consider the
pixels whose gradient magnitude exceeds a threshold.

In a circular window mask the orientation histogram can
be generated. The reason we use the circular window mask
is to satisfy the isotropic computation. The orientation histo-
gram can be obtained by

H(a) = g, y), «a
6(x,y)E[a — bin/2,« + bin/2)

= 0,bin, bin X 2, .., — bin, )

where bin is the interval of two neighboring sampling orien-
tation. Note that the resolution of orientation can be adjusted
by bin.

3.2.2. Measure symmetry of orientation histogram
For any angle, a, we can measure the symmetry of the
orientation histogram with respect to it by

 — bin
SM(a) = > |H(0) — HQa — 0)]. «
6=0
= 0, bin, bin X 2, ..., — bin. (8)

3.2.3. Determine orientation of principal axis

H(a) is symmetric with respect to 8 the orientation of the
principal axis, so the symmetry measurement, SM(«), on
this orientation results in a small value, maybe the minimum
one.

Since orientations of the pixels in the oriented organs
such as eyebrows and mouth are close to the orientation
orthogonal to the principal axis, a local peak is generated
at this orientation in the histogram, A ().

These two measurements, symmetry (nature in face) and
peak (distribution of oriented pattern in face) can be
combined together. Using both SM and local peak informa-
tion, a criterion for determining the orientation of the prin-
cipal axis can be created as follows:

wy + woh(a + w/2)

OA(®) = —— wy sm(a) ©)

where h(a) and sm(a), which range from 0 to 1 denote the
normalized H(«) and SM(a), respectively; wy, w, and w; are
three weighting factors that control the relative importance
of both h(a) and sm(«).

Then, the orientation of the principal axis, «, can be
obtained at which the maximum value of OA(«) is acquired.
Fig. 3 gives an illustration on finding the orientation of the
principal axis, where the dashed arrow points to the orienta-
tion at which the orientation histogram reaches the maxi-
mum value. The solid arrow points to the orientation of the
principal axis, which is orthogonal to the orientation
denoted by the dashed arrow. If a pixel’s gradient magnitude
is smaller than a given threshold, its orientation is not under
consideration and its anisotropic strength is set to 0.
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Fig. 4. The partition of upright human face for orientation analysis.

As mentioned in Section 3.1 the orientation of the
principal axis can also be successfully detected even
when some cheek is contained in the circular window.
This means that our algorithm has a good robustness to
the window’s shift.

3.3. Upright face detector based on orientation analysis

The issue of upright face detection has been extensively
addressed during the past decade. Among them, Yang and
Huang’s algorithm has been proved as a simple but effective
way even robust under low-resolution condition [3]. The
principal process is to divide the given image into several
blocks and apply some knowledge based on the gray level
and edges of main organs to test the existence of human
face. This algorithm has a strong ability to detect human
face, but at the same time it may result in rather high false
alarm ratio.

As mentioned earlier the orientation is also one important
characteristic of each face’s organ, so we can combine it
with other knowledge to develop a novel algorithm for
upright face detection.

In order to describe the orientation of main organs, we
separate an upright human face into 3 X 3 blocks as shown
in Fig. 4, where Block O and Block 2 correspond to the
regions of left eye (containing left eyebrow) and right eye
(containing right eyebrow), respectively. Nose and mouth
are corresponding to Block 4 and Block 7. In addition, both
Blocks 3 and 5 are mainly the smooth area of the face. The
orientation histogram of each block should satisfy:

h

V¢

|

Fig. 5. Some experimental results of the rotated face detection (the white circle is the circle mask used in calculating the histogram and the arrow refers to the

orientation of the principal axis obtained by our algorithm).
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Fig. 6. The example to demonstrate the use of combining peak measure and
SM: (a) original image, in which the white circles represent the detected
area of face and the arrows with solid line, dashed line and split line denote
the orientation of the principal axis detected by using the combination, peak
criteria and symmetry criteria, respectively; (b) orientation histogram; (c)
symmetry measure; (d) OA measure of the combination.

1. Blocks 0, 2 and 7: the orientation of eyes, eyebrows and
mouth is mainly horizontal with rather strong orientation
strength, so the orientation histogram will have a relative
high peak at the angle corresponding to the horizontal;

2. Block 4: nose’s orientation is mainly vertical and its
orientation strength is not too strong, hence the orienta-
tion histogram will have a peak at the angle correspond-
ing to the vertical, but the height of the peak is lower than
block 0, 2 and 7;

3. Blocks 3 and 5: the orientation strength is rather weak.

These criteria considering orientation can be combined
with the criterion proposed by Yang and Huang to verify the
existence of upright human face.

In order to meet the need of rotated human face detection,

we can produce many detectors by rotating the template of
the original upright face detector with different angles.

3.4. Detecting face rotated within the image plane

Now, we can combine the results stated earlier to
construct a much faster framework for detecting rotated
face within the image plane: using the algorithm described
in Section 3.2 the orientation of the face’s symmetry axis,
i.e. rotation angle of supposed face image can be found.
Then, we choose the face detector corresponding to that
angle (which is produced from the original upright face
detector as mentioned in Section 3.3) and apply it to verify
the existence of the human face.

Because only one face detector is utilized for each
window, the cost of computation for this framework is
much smaller than applying upright face detector rotated
step by step (at least 18 face detectors need to be used
when the step interval is defined as 20°). The comparison
of computing cost will be reported in Section 4.

4. Experimental results

Several experiments have been finished to verify the abil-
ity of the above framework. The algorithm is implemented
in C language and based on a Pentium III 633 PC. The test
set includes the face libraries from both MIT and our lab, all
of which are real-life face images captured by CCD camera
mainly in laboratory. They include faces in different situa-
tions, such as various lightening conditions as well as with
beard or glasses. In our experiments, the bin of the histo-
gram, H(a), is set to 6°. The weighting factors in Eq. (9), wy,
w, and wj are set to 0, 3 and 3, respectively. To detect faces
anywhere in the image, our algorithm is applied to each
location in the image. Circular windows’ size is adjusted
to accommodate the detection of faces with different sizes.

More than 150 face images rotated within the image
plane, which cannot be directly extracted by conventional
upright face detection systems along with more than 40
upright face images are tested. Our results are rather satisfy-
ing and the exact orientation of the principal axis can be
detected for over 98% of the images (where the limit of
detection error is set to =5°). This means that the orientation
of their principal axis cannot be wrongly detected for most
of the face images. Some of results are illustrated in Fig. 5.

The detector combining both peak measure and symme-
try measure outperforms that using either one alone. The
detection ratio of the principal axis’ orientation is 98, 93 and
91% by using the combination, peak criteria and symmetry
criteria, respectively. An example is given in Fig. 6. For the
given face image the orientation detected by using peak
measure or SM cannot conform to the real orientation of
the principal axis but the decision by combining both
criteria is correct.

For experimental images with noise and irregular light-
ening, our algorithm can work well for the detection of their
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Table 1
The comparative results between our algorithm and the algorithm using the
upright face detectors rotated step by step (20° each step)

Upright face detector on
the image rotated step by

Our algorithm

step
Missing ratio (%) 9.8 10.3
False alarms # 120 45

principal axis’ orientation. In our tests, there are also some
face images rotated, a small angle (<30°) out of the image
plane (see the third row in Fig. 5). For these images, our
algorithm can also successfully detect its orientation of prin-
cipal axis.

One experiment is carried to compare our algorithm with
the algorithm using the same upright face detector rotated
step by step (20° each step). The result is listed in Table 1.
The missing ratio of our algorithm has a slight increase from
9.8 to 10.3%, but the false alarm can have a sharp decrease
from 120 to 45. The reason for the false alarms’ reduction is
that only one detector corresponding to a specific angle is
utilized for each window and the false alarms caused by
detectors corresponding to other angles can be avoided.

In our test, the average computing time of upright human

face detection is 0.072 s for an 80 X 80 window. On the
other hand the computational cost of orientation analysis
is 0.062 s for a window with the same size. If the window
is slid to detect faces everywhere in a 256 X 240 image, 43
and 324 s are needed by using our algorithm and applying
upright face detector rotated step by step (whose step inter-
val is 20°), respectively. That is to say, more than 80% of the
computational cost can be reduced by using our algorithm.

Another experiment is performed to test our algorithm
proposed in Section 3.3 for detecting upright human face.
Several photographs with complex background and multiple
person are given to compare our algorithm and Yang and
Huang’s algorithm. There are totally 90 persons in these
photographs. Some detection results are shown in Fig. 7
as well as a statistical result is listed in Table 2. The missing
ratios of Yang and Huang’s algorithm and our algorithm are
17.8 and 20.0%, respectively. The number of false alarms is
24 for Yang and Huang’s algorithm but that of our algorithm
is only 7. From them, we can see that much lower ratio of
false alarm can be obtained while still maintaining a high
ratio of right detection by using our algorithm.

5. Conclusions

In this paper, we develop a new orientation histogram

Fig. 7. Comparison between Yang and Huang’s algorithm and our algorithm for detecting upright human face, where the top row is the result using Yang and

Huang’s algorithm; the bottom row is the result using our algorithm.
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Table 2
The statistical results between Yang and Huang’s algorithm and our algo-
rithm for detecting the upright human face

Yang and Huang’s algorithm Our algorithm

Missing ratio (%) 17.8 20.0
False alarms # 24 7

with a good ability to resist irregular lightening and noise,
which can be applied to image’s orientation analysis.
Considering human face as an oriented and symmetric
pattern, we analyze the obtained histogram in a given face
window to detect the orientation of the principal axis in the
face. It shows that the orientation of the principal axis can be
exactly detected up to 98% of the images. We also propose a
novel algorithm for the upright face detection systems,
which is more effective than the conventional method by
combining orientation with other knowledge. The experi-
ments illustrate that more than 70% false alarms can be
avoided while a high ratio of correct detection preserved.
As a result, human face rotated within the image plane will
be effectively detected by combining the algorithms of
orientation detection of the principal axis and upright face
detection, which is insensitive to lightening and viewpoint.
Compared with the upright face detector rotated step by
step, more than 80% of the computational cost can be
reduced.
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