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Spatially Adaptive Block-Based Super-Resolution

Heng Su, Liang Tang, Ying Wu, Senior Member, IEEE, Daniel Tretter, and Jie Zhou, Senior Member, IEEE

Abstract—Super-resolution technology provides an effective
way to increase image resolution by incorporating additional
information from successive input images or training samples.
Various super-resolution algorithms have been proposed based
on different assumptions, and their relative performances can
differ in regions of different characteristics within a single image.
Based on this observation, an adaptive algorithm is proposed
in this paper to integrate a higher level image classification
task and a lower level super-resolution process, in which we
incorporate reconstruction-based super-resolution algorithms,
single-image enhancement, and image/video classification into
a single comprehensive framework. The target high-resolution
image plane is divided into adaptive-sized blocks, and different
suitable super-resolution algorithms are automatically selected for
the blocks. Then, a deblocking process is applied to reduce block
edge artifacts. A new benchmark is also utilized to measure the
performance of super-resolution algorithms. Experimental results
with real-life videos indicate encouraging improvements with our
method.

Index Terms—Block based, motion registration error, spa-
tially adaptive framework, super-resolution, super-resolution
benchmark.

1. INTRODUCTION

HE GOAL of super-resolution image reconstruction tech-
T nology is to generate high-resolution (HR) images from
input low-resolution (LR) images. After this was first addressed
in 1984 [1], super-resolution technologies have been extensively
studied and widely used in satellite imaging, medical image pro-
cessing, traffic surveillance, video compression, video printing,
and other applications.
In general, most contemporary super-resolution algorithms
can be classified into two categories: reconstruction-based al-
gorithms and learning-based algorithms. Reconstruction-based
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algorithms usually combine information from a set of successive
LR frames of the same scene to generate one or several HR im-
ages, which is an ill-posed estimation problem, mathematically.
The basic idea of reconstruction-based super-resolution is to ex-
ploit additional information from successive LR frames with
subpixel displacements and then to synthesize an HR image or a
sequence. Early super-resolution methods solve the problem in
the frequency domain but are usually restricted to global transla-
tional motion and linear space-invariant blur [1], [2]. Most con-
temporary algorithms solve the super-resolution problem in the
spatial domain. Iterative back-projection [3], [4] algorithms es-
timate the HR image by iteratively back projecting the error be-
tween simulated LR images and the observed ones. Maximum
a posteriori (MAP) [5]-[7] approaches adopt the prior proba-
bility of target HR images to stabilize the solution space under
a Bayesian framework. Projection on convex sets (POCS) [8],
[9] tends to consider the solution as an element on a convex set
defined by the input LR images. The wavelet-based super-res-
olution algorithm [10] has been proposed. However, these ap-
proaches are computationally demanding. Noniterative interpo-
lation-based super-resolution [11] is introduced to remove the
frequency aliasing in the reconstruction process. However, this
method is relatively sensitive to registration errors.

On the other hand, learning-based super-resolution algo-
rithms [12]-[18] usually extract redundant high-frequency
image information from training samples containing known
HR components, rather than using successive LR image frames.
One crucial problem in learning-based super-resolution algo-
rithms is the representation of the high-frequency component
of an HR image.

Every algorithm (referred to as candidate algorithms in this
paper) has its own assumptions and, hence, is restricted to
specific kinds of image regions. For example, MAP methods
achieve better results where there are suitable prior knowledge
(such as face-image super-resolution), and iterative methods
fit image regions with small registration error; otherwise,
error could be accumulated during iteration [19]. Therefore,
when both successive LR images and training sample data are
given, one may expect that better results could be obtained by
combining different super-resolution algorithms into a single
framework and apply different algorithms to different regions
of a scene in order to improve the robustness and the quality of
results. That is one of the motivations of this paper.

In addition, single-frame image enhancement and interpo-
lation is a mature topic in image processing. Heuristic image
enhancement technology is also referred to as super-resolution
[20]. The work of Cha and Kim [21] was a recent approach that
introduces an edge-forming algorithm based on a partial differ-
ential equation model. It can also be applied in SR processing
where there are no accurate corresponding LR image patches.

In this paper, a practical extendable block-based super-reso-
lution algorithm combination framework is proposed. The target
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image is divided into adaptive-sized blocks, which are classified
into categories by their features according to the corresponding
LR video patches; then, different candidate super-resolution al-
gorithms and single-image enhancement algorithms are applied
to blocks in different categories. The purpose of the framework
is to increase the robustness of the method and to make the best
use of each candidate algorithm according to the characteristics
of each image block. A deblocking process is also applied to re-
duce block edge effects.

The framework can be implemented in various ways for dif-
ferent practical situations. We also propose an implementation
of the framework in this paper to solve super-resolution prob-
lems for image sequences with large local motion and to reduce
computational cost. A two-stage adaptive block generation and
classification process is used to classify the image blocks and
applies a suitable candidate algorithm for each block in the im-
plementation. The first stage of the process is designed as rule
based, and the second is learning based; therefore, both prede-
fined empirical rules and information extracted from the training
set are utilized in block classification to increase the robust-
ness. A significant advantage of our framework implementation
over algorithms such as the confidence map [22], [23] is that the
proposed algorithm has more flexibility; we can analyze image
blocks not only by local registration error but also by the mag-
nitude of motion fields, smoothness, texture, and all kinds of
features of images/videos.

The rest of this paper is arranged as follows. In the next
section, we introduce the formulation of the proposed frame-
work, particularly some notations concerning the block anal-
ysis process. An overview of both the framework and the frame-
work implementation are provided in Section III. The technical
details are presented in Sections IV and V: Section IV shows
the process of block analysis, and Section V explains the pro-
posed spatially adaptive super-resolution algorithm method. In
Section VI, experimental results are reported to verify the ef-
fectiveness of the proposed algorithm, and we also propose a
new benchmark scheme to measure the average performance
of super-resolution algorithms. Finally, conclusions are made
in Section VII.

II. PROBLEM FORMULATION

A. Super-Resolution Image Reconstruction Formulation

Suppose that there are altogether n LR images. The super-
resolution imaging model can be written as [24]

Ly =DBPMBVH+N,, k=1,....n ()
where each of the observed LR images Lj is assumed to be
generated from the original HR image H through a sequence
of transformation or effects: the atmosphere blur effect B,(Cl),
followed by the motion transformation M} ; the imaging blur
effect B,§2) caused by the camera imaging system (i.e., motion
blur effect and CCD blur effect); and, finally, the downsampled
transformation D. Ny, represents the additive noise to each LR
image. The goal of super-resolution image reconstruction is to
find an estimate H of the real HR image H.

All image variables H, Ly, and Ny in (1) are represented
as column vectors composed of the pixel intensity of corre-
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sponding images in the lexicographical order, respectively; thus,
the transformation or effects applied to images can be repre-
sented as matrix multiplication operations. Assuming that the
LR images are of size n, X n, and that the super-resolution
magnification factor is r, x 7, then the sizes of vectors and
transform matrices are fixed: Ly, and Ny, are (n,n,) X 1; H and
H are (ramaryny) x 1; B,(Cl), B,(f), and Mj, are (ryn,ryn,) X
(ranaryny); and D is (nyny) X (rangryng).

In most reconstruction-based super-resolution algorithms, the
first step is to estimate matrices B,El), B,(Cz), and M. Neverthe-
less, motion registration proves to be a difficult task for practical
captured image sequences, particularly the ones containing rel-
atively large local motion between frames. A lot of super-reso-
lution research assumes global motion such as perspective mo-
tion/affine motion [6] or even pure translational motion, which
limits the application of such algorithms. One motivation of this
paper is to develop a practical super-resolution method robust to
motion registration errors.

B. Block Analysis Formulation

The target image is divided into several adaptive-sized
nonoverlapping blocks in the proposed framework. Each block
is represented as a rectangular region within the target scene. In
this section, a mathematical formulation related to blocks in the
framework is proposed to make the description in the following
sections clearer.

The set of all blocks is represented as B = {b;]i = 1,...,m},
where m and b; denote the number of blocks and the 7th block,
respectively. According to the nonoverlapping restriction, the
following formulation holds:

Jbi =ba,

biNb; =0 Vi, j 3)

i=1,...,m 2

where b, denotes the block of the whole target image H.
Given the definition of blocks, its necessary to restrict (1)

within a certain block to analyze super-resolution performance

in the corresponding block area. For simplicity, we write (1) as

where W, = DB,?)M;CB,(:). The token bgk) is defined as the
corresponding area of b; in the kth LR image as follows:

b = {(,9)13(p, q) € bi,s.t. Wiz, y;p,q) #0}  (5)

where Wy (x,y; p,q) denotes the matrix entry with respect to
pixel (p, q) in the HR grid and pixel (z, y) in the LR grid.

An image data vector being indexed by a block or an area ex-
tracts the corresponding image data within the block or area in
lexicographical order. For example, H (b;) and Lk(bgk)) repre-
sent the lexicographically ordered image data of the HR image
H within block b; and the LR image L; within area bgk), re-
spectively. (Wy); is defined as the submatrix of W, restricted
on b; as follows:

(Wi)s = Wi (685 ©)

where W, (R; C) extracts the submatrix composed by elements
with a row index in R and a column index in C of the orig-
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inal matrix Wj,, where R and C are both sets of indexes. Thus,
Lk(bgk)) and product (W},),; H (b;) are vectors of the same size.

We further normalize the values of each row in (W}); and
denote the resulting matrix as (W})5, as given in

> Wi(a'5p)
> Wi)i(w;p)
for all row index x and column index y of (W});, where z’

denotes the row index in W}, corresponding to the xth row of

W4);. In most cases, matrices D, B( ), B< ), and M, satisfy
k k

S D(@ip) =Y BP (1)
= ZMk(iU;P)
= > B (@)

P
-1 Va. 8)

(Wi)i(w3y) = (Wh)i(2;y) (7

Thus, we can easily obtain
> Wi(a'ip) =1 ®
p

Therefore, when (8) holds, (7) can be rewritten as

Wi)i(z:y)
> (Wi)i(zsp)’

(W )4 is called the normalized matrix of (W}, );, thus, we have

b . E Wk( ; )

—ZWk 2'ip) = 1.

(Wi)i(wy) = (10)

(1)

III. FRAMEWORK OVERVIEW

A. Proposed Framework

After registering input LR images into the HR grid [i.e., esti-
mating motion between frames, the blur effect matrix, and thus
matrix Wy, in (4)], the target HR image plane is divided into
adaptive-sized blocks according to their features in the block
analysis step. Every block b; is then classified and assigned a
candidate super-resolution algorithm w, which is the candidate
algorithm that minimizes the expectation of the estimation error
given b;, as shown in

wi = argni)inEw[e|b1;] (12)
where e is the error between the estimated HR image and the
ground-truth image and F,, [e] represents the expectation of es-
timation error when adopting the candidate algorithm w. Thus, if
we apply algorithm w; to every block b;, the overall expectation
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of estimation error £*[e] is minimized, and the performance is
improved. For all candidate algorithm w, we have

ZE
>ZE

In the synthesis step, the super-resolution algorithm w; is ap-
plied to b; to generate the HR image result H as follows:

e|bi]p(bi

= E"[e]. (13)

H(b;) = He: (bi) (14)
where H,, represents the super-resolution result of the candidate
algorithm w.

Finally, before the HR image result is produced, a deblocking
process is introduced to reduce the block edge effect between
neighboring blocks with different category labels.

There are different ways to generate the block set, to extract
block features, and to classify the blocks; thus, the process of
the framework is not fixed. The framework can be implemented
under different situations by adopting specified image feature
extraction, block segmentation, block classification, and param-
eter selection algorithms. For example, block classification can
be designed as a rule-based process when an explicit differ-
ence between block categories exists, or as a learning-based one
when sufficient training samples are provided.

B. Implementation of the Framework

In this section, we present an implementation of the intro-
duced framework. The main purposes of the implementation are
two: to improve super-resolution image reconstruction perfor-
mance under poor motion registration accuracy and to colligate
the advantages of candidate super-resolution algorithms. The
flowchart of the proposed framework implementation is shown
in Fig. 1.

The whole target HR image area is analyzed and divided into
adaptive-sized blocks based on the content of the image and reg-
istration accuracy within the blocks. We use a two-stage hier-
achical classification method. The first stage is rule based, and
the second is learning-based.

In the first stage, the blocks are classified into three patterns
by predefined rules, including flat image blocks, mismatched
image blocks, and well-registered image blocks. For the first two
block patterns, an appropriate single-frame processing method
is chosen and applied to blocks in each pattern directly. In the
second stage for the last block pattern of well-registered image
blocks, a learning-based classifier is employed to further as-
sign a candidate super-resolution algorithm or a single-image
enhancement method for each block.

Image denoising and single-image enhancement approaches
are also incorporated in the framework implementation. This re-
duces the computational cost of the approach within flat blocks
without affecting HR image quality and improves the visual re-
sult within mismatched blocks.
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Fig. 1. Sample implementation of the proposed super-resolution framework.

IV. BLOCK ANALYSIS

A. Adaptive Block Generation

Most reconstruction-based super-resolution algorithms con-
sist of two steps: the registration step and the synthesis step. In
the registration step, transformation parameters are estimated.
In the synthesis step, registration results are used to estimate
the target HR image. Many of the algorithms mentioned focus
on the synthesis step. However, researchers have realized the
significance of the registration step [25]. Unfortunately, limited
to current computer vision and image processing technology, it
is impossible to register LR images very accurately in all cases,
particularly in the presence of large local motion.

A variety of work has been done to solve the registration
problem. An intuitive way is to increase the accuracy of motion
estimation in super-resolution [26]. Milanfar [5] states that
using L1 norm instead of L2 norm increases robustness in
the presence of registration errors. Joint estimation methods
[25], [27], [28] iterate to get better registration results but
sometimes suffer from convergence problems. Block-matching
3-D filtering [29], probabilistic motion estimation [30], [31],
and steering kernel regression [32], [33] are introduced in
super-resolution to increase the robustness. Another kind of
algorithm, known as the confidence map [22] or channel adap-
tive regularization [23], tries to reduce the contribution of LR
images or parts with large registration error in the synthesis. In
[34], the target image area is divided into adaptive-sized blocks
according to the local texture and motion compensation error
to eliminate the influence of inaccurate optical flow.

The proposed adaptive-sized block analysis overcomes the
registration error problem in a different way. There are reasons
for dividing the target HR image into adaptive-sized blocks,
rather than regions of arbitrary shapes, as most region-based SR
algorithms do. First, a coarse-to-fine block analysis algorithm is
computationally cheaper than a pixelwise region segmentation
algorithm for the same purpose. Second, our method is more ef-
ficient in removing spatial noise in the image, for small image
areas or single pixels that are mislabeled will be eliminated
by the block in the proposed algorithm. Moreover, block-based

super-resolution has natural facility for compressed video pro-
cessing, for prevailing video compression algorithms are based
on fixed- or adaptive-sized blocks [35].

First, the whole HR image plane is divided into p X ¢ square
blocks of the same size m;,;; as the initial block division set:
B = {b;]i = 1,...,p X q}. Then, the features of each block
b; are analyzed to refine the block division set and to label the
block pattern.

A structure matrix is used to examine the smoothness around
a pixel, where the structure matrix for a single pixel I(z,y) in
image I is defined as

S(x,y) = VI(z,y) VI(z,y)". (15)

Thus, we can define the structure matrix of block b; as

1 Z S(:L’./y):% Z VH(z,y) VH(z,y)"

n; 0
(z,y)€b; (z,y)€d;

S;

(16)
where n; represents the number of pixels in block b;. Notice that
the original HR image H is unknown; therefore, the guess H of
the original H is used instead. H can be generated by directly
interpolating the input LR image or further by denoising the in-
terpolated image. This substitution makes (16) inaccurate. That
is one of the reasons we use adaptive-sized blocks, which re-
duces the spatial noise by averaging the structure matrix within
a block. There is also a similar situation in (18).

In the experiment, we use the first-order Sobel operator to
extract the image gradient, and the LR image is directly inter-
polated to estimate H. Note that if some denoising process is
adopted, the smoothness is dependent on the parameters of the
denoising process; therefore, direct interpolation is better for a
general algorithm. On the other hand, if the proposed algorithm
is applied in some specific situations (e.g., the noise model of
the camera is known), a well-designed denoising process will
be helpful to improve the result.

The eigenvalues )\gl) and )\gL) of matrix S; are a measurement
of gradient strength in two perpendicular directions. The larger
eigenvalue corresponds to the direction with the stronger gra-
dient, whereas the smaller one corresponds to the direction with
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the weaker gradient. The smoothness o; of block b; is defined
as

o; = ‘AY’) . (17)

- ‘,\gi)

The corresponding area of b; in the kth LR image bgk) [i.e.,
defined in (5)] is defined to be mismatched when the measured
pixel values in Ly, differ from the expected values by more than
a certain threshold [, i.e., bgk) is mismatched only if

H(Wk)gﬁl(bi) ~ Ly (bg’“))H >l k=1l..n (18
where (W)} is defined as the normalized matrix of (Wy); in
(7). We use the normalized matrix instead of the original one
so that the values in (W},); H (b;) and Ly, (bgk)) are comparable.
Then, the match measurement 7; of block b; can be defined as

1

n— Ng

(‘{bgk”bgk) is mismatched Vk}’ — n,,,) (19)

T; =

where |.A| denotes the number of elements in .4 when A is a set.
In order to prevent the block classification being biased toward
mismatched blocks when the motion is very large, we discard
all the absent frames, in which all blocks are mismatched. In
(19), n, represents the number of the absent frames, and 7, is
usually zero in practice.

The blocks are classified into three patterns on the first level
(see Fig. 1): flat blocks, mismatched blocks, and registered
blocks. Algorithm 1 describes the details of the block analysis
process.

Algorithm 1: Adaptive Block Generation

Input: f], Ly, and Wp.

Algorithm parameters: initial block size my,;, threshold o,
71, T, and minimum block size m.
1. Initialize block division set B with square blocks of the
same size Mnir : B={bili = 1,...,p X q};
2. Go to 6 if there are no unlabeled blocks in B;
3. Pick an unlabeled block b; from B;
4. If o; < o, label b; as flat block; or if 7; > 7g, label
b; as mismatched block; or if 7; < 77, or size of b; is
smaller than m, label b; as registered block. If none of the
conditions above are satisfied, eliminate b; from B, and
break b; into 2x 2 square blocks of the same size, add all
the 4 smaller blocks into B;
5. Go to 2;
6. Output B with the labels of the blocks.

Therefore, the maximum breaking times 7 eax for an arbi-
trary initial block is

In(minie — m)J 20)

Tbreak = \‘ In2

and the minimum possible block size m,;, in the output 1 is

Minit

21

Mmin = -
2Mbreak
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Flat blocks contain the least information in the image. Sub-
pixel displacements provide no more information for the flat
region, except for noise statistics. Thus, only the direct inter-
polation and denoising process is applied for those blocks to
reduce the computational cost. The mismatched blocks con-
tain meaningful information, but the information in the different
input LR images does not seem to correspond to the same image
data; therefore, the single-frame image enhancement approach
should be applied to increase the image quality. Only well-reg-
istered blocks deserve SR algorithms to exploit reliable addi-
tional information from input LR frames. In the proposed frame-
work implementation, well-registered blocks are further clas-
sified into second-level categories, where each category corre-
sponds to one candidate super-resolution algorithm, which will
be discussed in Section V.

B. Deblocking Process

Visual discordance may appear at the edges between different
categories of blocks enhanced by different algorithms. A de-
blocking process is necessary to obtain smooth transition across
the edge after the synthesis step of our framework.

To accomplish this, the blocks along the edge area are di-
lated, resulting in an overlapping region along the edge. Suppose
that the width of the overlapping area is 27, and I (z,y) and
Iy(z,y) denote the result image of the two blocks in the overlap-
ping area. Thus, the final result image I(z, y) in the overlapping
area is obtained by

I($>y) :Il(x,y)f(r)+12(a:,y)f(—7") (22)
where r represents the distance between (i, y) and the edge, and
f(r) represents the combine function and satisfies f(—rq) = 1,
f(ro) = 0,and f(r) = 1 — f(~r).

Our goal is to find the optimal function f*(r) that gets the
best combined result, which means that f*(r) should not vary
severely with r. Therefore, we get

f )= argmin/ |f'(r)|2dr

To — T
=— 23
27‘0 ( )

Thus, f*(r) is a linear function. In Fig. 2,we show that both
visual consistency and image fidelity [in peak signal-to-noise
ratio (PSNR) (31)] are improved by adopting the proposed
deblocking process. A brief proof that the proposed deblocking
process improves the image fidelity (in PSNR) is shown in
Appendix A.

Note that adjacent blocks tend to be in the same category
(see Figs. 5 and 8 in the following section) because adjacent
blocks tend to have similar statistics and thus are more likely to
be classified into the same category. Therefore, the deblocking
process only needs to be applied in a relatively small portion of
the whole image area. This is why a simple linear combination
deblocking process is sufficient in the proposed algorithm.
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(a) (b)

Fig. 2. Deblocking image result. Column (a) Combine function. Column (b)
Image results synthesized by components with different resolutions: the blurred
image [within the white box in (a)] and the original image [the dark area in (a)].
Row (1) Without deblocking, PSNR = 25.4253 dB. Row (2) With deblocking,
ro = 8, and PSNR = 25.8223 dB. The block artifact occurs in (1b), which is
removed in (2b).

Fig. 3. Block reduction algorithm.Column (a) Image patches with overseg-
mented blocks after block generation. Column (b) Block results after a block
reduction algorithm. Blue blocks represents flat ones, red for mismatched ones,
and green for registered ones.

V. SPATIALLY ADAPTIVE SUPER-RESOLUTION

A. Recursive Block Reduction

According to the block generation algorithm proposed in
Section IV-A, for an arbitrary block b;, if 77, < 7; < 7 and the
match measurement values 7 of all the subblocks of b; are sim-
ilar, which is often the case, block b; is likely to be divided into
the minimum block size m,,i,. In other words, the proposed
block generation algorithm tends to generate a lot of blocks
of the same category with the minimum block size m iy,
particularly for well-registered block category [see Fig. 3(a)].
This leads to oversegmentation of the target image plane and
makes the block generation result highly dependent on the
minimum block size m,;,. In some cases, this has little impact
on the final HR image. For example, in the proposed framework
implementation, direct interpolation with a denoising process
is directly assigned for flat block image area, even if flat blocks
are oversegmented, the computational cost and the performance
of the process will not be affected very much.

However, oversegmentation can bring negative influence to
learning-based candidate-algorithm selection scheme, in both
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the training stage and the testing stage. Oversegmentation in-
creases the number of samples, which causes a higher compu-
tational cost. Moreover, block generation result dependent on
Mmin Means that the block division depends on algorithm pa-
rameters and thus depends on the scale information of the target
image, which decreases the robustness of the learning-based
process. It should also be noticed that oversegmentation is in-
evitable, for the features (such as 7; and ;) of the subblocks of a
block, which are necessary for analyzing the details of the block,
can only be retrieved by breaking the block into subblocks, and
the process leads to oversegmentation. Thus, a block reduction
process is introduced after the block generation process to en-
sure the robustness of the framework when learning-based block
classification algorithms are involved.

The recursive block reduction process merges oversegmented
subblocks of the same category into larger blocks, which can be
regarded as an inverse procedure of block generation to some
extent. Despite that the process is recursive, its computation-
ally effective because the algorithm works on the image-block
level rather than the pixel level. We start from blocks with the
minimum block size mpy,;, and hierachically merge the blocks
into larger ones. The details of the block reduction algorithm are
shown in Algorithm 2. Notice that only adjacent blocks, which
are generated by breaking a single larger block, can be merged
in the algorithm.

Algorithm 2: Recursive Block Reduction

Input: Block division result B of the block generation process
with the label of each block.

Algorithm parameters: Maximum merging times Nmerge-

1. Scan all blocks in B . Denote every group of 2 X 2
adjacent blocks with the same category and with size
Mmin aS p; , Where ¢ represents the index of block groups
that satisfy the above constraints. Define P = {p;};

2. Pick an unprocessed element p; in P. Process p; as the
following;

3. Letk = 1;

4. Merge the 2 x 2 blocks in p; into a larger block b*. Add
b¥ into B with the same category as blocks in p;, and
remove all blocks in p; from B;
kE—k+1;

If & > Nmerge, g0 t0 8;

7. Search that if there are 3(= 2 x 2 — 1) other blocks in B
with the same type as bffl and adjacent to bffl. If not,
go to 8. If so, merge b¥ ! and the three blocks into b¥
and remove them from B. Add b” into B with the same
category as block bf_l. Goto 5;

8. If there are still unprocessed elements in P, go to 2, or
else output B with the labels of the blocks;

SN

It is easy to prove that the output B of the block reduction
algorithm does not contain any blocks smaller than 12,3, 2" erse
with the same category that can be merged. Typically, we can set
Tmerge = Mbreak; therefore, the largest size of merged blocks is
Mmin2"P7e% = M.

If the blocks generated from the block generation algorithm
is stored in a certain order (e.g., in a first-in—first-out order),
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(a)
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(b) (c) (d)

Fig. 4. Comparison of the MAP method [5] and POCS method [8]. Column (a) Ground-truth HR image with two image patches in red boxes. Column (b). LR
images of the selected image patches. Column (c) MAP [5] result. Column (d) POCS [8] result. It is shown that POCS gets better result in the background building
with more accurate motion, whereas MAP has better performance around the human face area with less motion registration accuracy.

the block reduction algorithm can be computationally effective
because we do not need to search for all blocks in 5 for adjacent
blocks in step 7.

The selection of parameters m;nix and m [see (20)] (or
Nmerge aNd Mpmin) controls the sizes of the generated blocks.
The blocks are used in a classification process, and both the
training and testing sets adopt the same parameters. Thus, if
sufficient training samples are provided, the parameters are
robust to the classifier. Typically, if there are sufficient training
samples, miy;; should be large to capture the overall content of
the local image, and m should be relatively small to generate
detailed blocks if necessary. However, if mjy;; is large, a huge
number of training samples are needed, which are usually
impossible in practice. Therefore, m;,;; should be selected
according to the number of the training samples. In our experi-
ments, the number of the training samples is in the magnitude
of 10% (see Section VI). Therefore, we choose minie = 24 and
m = 6 in all our experiments.

The results of block reduction are shown in Fig. 3.

B. Learning-Based Combination

As mentioned above, different candidate algorithms are ap-
plied to different registered blocks based on their categories,
as determined by the second classification stage. The idea is
based on the fact that each candidate super-resolution algorithm
has specific assumptions about input data and different charac-
teristics. It is shown in [19] that an iterative method with rel-
atively bad registration accuracy gets worse results than algo-
rithms without iteration, for the motion registration error accu-
mulates during the iteration process. On the other hand, with
accurate enough motion registration results, iterative algorithms
improve HR quality by refining the results.

In Fig. 4, we also illustrate the comparative results of two it-
erative algorithms. The POCS method [8] gets better results in
the background with relatively more accurate motion registra-
tion over the MAP method [5], whereas the MAP method [5]
provides an obviously better reconstruction result with much
less artifacts around the human face where motion registration
is not accurate enough. The best candidate algorithm for each
well-registered block in two sample super-resolution tasks is
shown in Fig. 5.

We propose a learning-based combination scheme for dif-
ferent super-resolution algorithms in this subsection. The
well-registered blocks, which are generated in the first-level

s YEKL.
[ ¥ >
(o -

/.

Fig. 5. Best candidate algorithms for well-registered blocks in two sample
super-resolution tasks. The color of each block represents the best candidate al-
gorithm of the corresponding block based on the PSNR criteria in (31): Red,
yellow, green, and blue represent algorithms of MAP [5], POCS [8], confi-
dence map [23], and single-image enhancement [21], respectively, and dark area
within the images indicates region of flat blocks/mismatched blocks.

rule-based classification process discussed in Section IV-A and
merged using the block reduction algorithm (Algorithm 2), are
further classified into second-level categories. Each category
corresponds to one candidate super-resolution algorithm, and
the final result is generated by combining results from pro-
cessing each block by the appropriate algorithm [see (14)].
Notice that the deblocking process described in Section IV-B
also applies along the boundaries between blocks with different
second-level categories.

A single block b; in a certain super-resolution task is con-
sidered as one sample in the learning-based classification
process. The information of the sample corresponding to block
b; is mainly provided by the image content of the input LR
image sequence within the area corresponding to b;, which is
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referred to as Lk(bgk)). First, the LR image content is linearly
transformed into the HR grid by matrix (V},);, where (V})} is a
normalized matrix defined as follows, similarly to (10):

(Vi)i(w; )

Vi) = = 50 )

(24)

where

(Vi)i = (Wi - (25)

(Vi)! can be regarded as an approximate scaled inverse trans-
formation of (W}, ); and projects the image content in bgk) in the
kth LR image into the block grid b; in the HR image plane. In
most cases, a certain pixel in the target HR image is related to
only a few pixels in a given LR image. For example, suppose a
super-resolution task with a magnification factorof 2 x 2,a3 X
3 space-invariant blur kernel, and a global translational motion.
Assuming that bilinear interpolation is used in motion compen-
sation, under some simple mathematical manipulation, we can
get that one pixel in the HR image is on average only associated
with approximately four pixels in any one of the LR input im-
ages according to matrix Wy Thus, (W},); and (V},); are sparse
matrices, and the values of nondiagonal elements in (V )} (W),
are small compared with those of the diagonal elements in the
same matrix, which makes (V});(W}); an approximate diag-
onal matrix. The normalized (V})} is adopted instead of (V4);
because the elements in (Vk),’iLk(bEk)) are comparable to the
original image intensity value, which is easier to store and to
manipulate. Notice that, although Wy, is sparse, ), WE Wi is
not sparse enough; therefore, the conventional super-resolution
object function, i.e.,

B . _ 2 2
H = arg min (zk: (\WiH — Li||” + [[FH| ) (26)

where F' is the regularizatiop filter, cannot be solved directly.
The HR image estimate H (b;) within block b; and the trans-
formed motion registration error (S, ); are adopted as the feature
vector of a sample corresponding to block b; in a super-resolu-
tion task, where (Sy); is defined as
A / /77 (k)
(Sk): 2 D(V3), [(Wk)iH(b,L-) — Ly (b )} .
The feature vector is further downsampled into the LR grid
to reduce the dimensionality. We also include the Fourier trans-
form and the wavelet transform results of the image contents in
the feature vector. Therefore, the feature vector X; is defined as

EDH
OlE(Sl)i
Xi = ) (28)
OzE(Sn)L
where
1
E=\|F 29)
w
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JF and W represent the 2-D discrete Fourier transform (2-D-
DFT) matrix and the wavelet transform matrix, respectively.
Notation « is a scalar to adjust the weight of the motion reg-
istration error. The feature vector (28) can be rewritten as

X; = (A® E)K; (30)
where A is the diagonal weight matrix diag(1, a,...,a), E is
the feature extraction matrix defined as (29), and Kj is the data
vector [(DH )™, ((S1):)T,...,((Sn)i)*]*. The operator ® rep-
resents the Kronecker matrix product operator. Equation (30)
separates the three influence parts of X; and shows the extend-
ability of the proposed algorithm, as one can adjust A to change
the weight of each data block in K; or to add/change linear fil-
ters in E' to change the formation of feature vectors.

In order to make all the feature vectors X; to have the same
dimension as the ones corresponding to the blocks of size mjpit,
all the content of X; is linearly resized into the same size as
those blocks of size mjy,i;. For notation simplicity, the new re-
sized vector is still referred to as X; in the following part of this
paper.

Notice that if the kth frame is taken as the super-resolution
target reference image, the corresponding (Sy); of the feature
vector is 6; therefore, they can be eliminated from the feature
vector to reduce the dimensionality.

The label of each sample in the training set is generated by
comparing the result of every candidate super-resolution algo-
rithm with the ground-truth HR image. The index of the can-
didate algorithm with the best result is set as the label of the
training sample. We use the well-known PSNR criteria to mea-
sure the result quality, which is defined as

P2

PSNR(H, I) = 10logy, — TR
NpTy i, ’ - ).

5 (1)

where H and I denotes the reference image and the distorted
image, respectively; n, X n, is the size of the image; and P
represents the maximum possible value in H and I, which is
equal to 255(= 2% — 1) for 8-bit images.

The feature vectors X; in the training and testing sets are
directly selected as the input sample feature vectors of the
training and testing stages of the classifiers. The classification
process learns a recognition model to discriminate which can-
didate super-resolution algorithm works best on a given block.
Note that the information in each block is simply stacked in the
corresponding feature vector in (30) without heuristic filtering
or predealing and that we do not know exactly which specific
subset of the features is the most effective in distinguishing
between the candidate algorithms. Thus, classifiers with the
capability of selecting appropriate features (such as boosting
[36] or random forest [37]) would achieve better performance
in general. The specific selection of the classifiers in our ex-
periment is described in Section VI-B. The performance of a
classification problem also depends on the training set selected,
particularly in the case where a high-dimensional feature set
is used. However, because of the essential distinction between
different candidate super-resolution algorithms, e.g., that men-
tioned in the beginning of this subsection, we will show that
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the proposed algorithm is capable of improving the results with
different kinds of training sets in Section VI-B.

VI. EXPERIMENTAL RESULTS

Several experiments were carried out to verify the effective-
ness of our algorithm. Unlike conventional super-resolution
algorithms, the proposed framework implementation selects
and applies suitable candidate algorithms for each part of the
target image; therefore, the way to verify the effectiveness of
the proposed approach should be different but compatible with
the widely used PSNR-based criteria. Moreover, the perfor-
mance of super-resolution and image enhancement algorithms
adopting learning methods often depends on the training set
selected, particularly when the sample is defined as an image
sequence, rather than a single image, which increases the
complexity of the training data structure. Thus, we not only
show the reconstructed results of the proposed implementation
on several specific LR image sequences but also introduce a
benchmark scheme given a database of a lot of image sequence
samples. The benchmark scheme can be applied to most
super-resolution and image enhancement algorithms, i.e., both
reconstruction based and learning based.

A. Experiment Setup

In the experiments, we use seven successive image frames
as the input of each single super-resolution task. The middle
(fourth) frame of the seven images is the super-resolution target
image, and a 2 x 2 super-resolution process is applied on each
set of the seven image frames.

The input image frames are generated from video clips cap-
tured by handheld high-quality video cameras: First, original
frames are extracted from the video clips. Then, the original
frames are 2 x 2 downsampled into LR images as input of
super-resolution algorithms, whereas the original sequence is
considered as target HR ground-truth images for image quality
measurement (such as PSNR). Additive white Gaussian noise
is added to the downsampled LR images to simulate the noise
in the video capture process. All images are color images with
three (RGB) channels.

The atmosphere blur matrix B,(cl) [see (1)] is simply set as the
identity matrix I, and the imaging blur effect (B,(CQ)) is set as a
3 x 3 Gaussian space-invariant linear kernel with the deviation
of 1 pixel wide. We tried two motion estimation algorithms to
estimate the motion matrix M}: the method of [38] and the algo-
rithm described in [23]; the latter of which gives a better motion
estimation result for our data. Thus, it is selected as the motion
estimation algorithm in the experiment. The motion estimation
algorithm described in [23] is a pyramid-based hierarchical one
aiming to minimize the sum of squared differences (SSDs) be-
tween the compensated and the original images. The motion
field, which is modeled by a set of global affine motion pa-
rameters and local parameters specifying the smoothness-con-
strained local additional flow field, is estimated using the image
pyramid in a coarse-to-fine manner. The image pyramid used in
the proposed algorithm has four levels.

The parameters of the framework implementation are set as
follows. In the block analysis and the first-level rule-based block
classification step, the initial block size mi,i; is 24; the min-
imum block size m = 6, which makes nyyeax €quals 2; and the
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Fig. 6. Sample LR frames of the experiment data. The first column represents
the group number of the frames. The original images are resized into the same
size so that they can be seen more clearly.

TABLE 1
STATISTICS OF THE EXPERIMENT DATA
Group No. 1 2 3 4
_ No.of 6 3 14 7
nput sets
Capture Sony DCR- FujiFilm Sony DCR- Canon
device DVD905E F601 Zoom TRV33 A1100 IS
Frame rate 25 fps 15 fps 25 fps 30 fps
LR 384x216  320x240  160x120  320x240
resolution
AWGN 0.02 0 02 0.05
variance
TABLE II

PERFORMANCES OF DIFFERENT CLASSIFIERS IN PSNR (dB)

In-group | Left-one | Cross-group
AdaboostM1 [36] | 27.5256 | 27.6102 27.5762
Rforest10 [37] 28.5966 | 27.5476 27.3691
Rforest30 [37] 28.4280 | 27.7231 27.6309

thresholds o1, 71, and 7, are set as 150, 0.7, and 1, respec-
tively. In the second-level learning-based block classification
step, three conventional super-resolution algorithms, i.e., MAP
[5], POCS [8], and confidence map [23], are selected as candi-
date algorithms. A single-color-image enhancement algorithm
[21] is selected as the single-frame enhancement algorithm in
mismatched area and also as a candidate algorithm for regis-
tered blocks (see Fig. 1). Nerge = Nbreak = 2. A two-stage
Haar wavelet decomposition is used to extract wavelet features
of the samples. @ = 0.25. The deblocking overlap margin rg is
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TABLE III
AVERAGE BENCHMARK PERFORMANCE IN PSNR (dB)

Method Benchmark performance
MAP [5] 27.0181
POCS [8] 22.5626
CMap [23] 25.5975
Edge [21] 26.7099
Random 25.7138
Best 28.5978
NI interpolation [11] 19.5240
Steering [33] 26.0764
Proposed (In-group) 28.4280
Proposed (Left-one) 27.7231
Proposed (Cross-group) 27.6309
29r
285¢ g S S— R
28

Average performance (in PSNR)

27+t
26.5
261 —%— In-group
Left-one
255 —&— Group-cross
25 : . . - .
0.1 0.2 0.3 0.4 0.5 0.6

o

Fig. 7. Average benchmark performances in PSNR (in decibels) using different
a [see (28)].

four-pixel wide. In this way, the proposed implementation clas-
sifies each well-registered block into four categories, which are
suitable to be processed by MAP [5], POCS [8], confidence map
[23], and the algorithm of [21], respectively.

B. Benchmark Scheme and its Results

The proposed benchmark scheme is based on a database of
several input sets. Each input set contains the successive input
LR frames for one single super-resolution task and the ground
truth of the target HR image. For example, in our experiment,
each input set contains seven successive LR frames and one
original HR image of the fourth LR frame. We define notation
s; as the ¢th input set in the database.

The LR images in each s; in the database may be of different
image content, i.e., captured by different cameras and even of
different sizes. The performance of a super-resolution algorithm
varies under different conditions. Thus, given a database of suf-
ficient input sets, the average performance of all the input sets
is reasonable to evaluate the effectiveness of a super-resolution
algorithm. Therefore, for a reconstruction-based super-resolu-
tion or image enhancement algorithm, we simply calculate the
average performance (PSNR in our experiment) of all the input
sets as the benchmark result of the algorithm.

We further divide the input database S = {s;} into groups
according to the characteristics of the input sets, where we use
G, to denote the jth group. In our experiment, input sets that
are captured by the same capturing device are assigned to the
same group; therefore, input sets in the same group have similar
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E2il

(b)

(d)

Fig. 8. First-level block division results of several images. Blue blocks rep-
resents flat ones, red for mismatched ones, and green for registered ones. The
images are resized into approximately the same size to fit the page.

noise level and are of the same size. Three benchmark methods
are introduced to evaluate the performance of a super-resolution
algorithm. Each method assigns a different training set 7 (s; ) for
each of the testing input set s;:

1) In-group benchmark: All other input sets in the same group

as s; are chosen as the following training samples:

ﬁn—group(si) = ‘{5k|3k S gJ7Z # k, where S; € g]}' (32)

In-group benchmark is the easiest of the three benchmarks,

for the training set and the testing sample are in the same

group and thus tend to be of very similar distribution.
2) Left-one benchmark: All other input sets in S are chosen
as the following training samples:
ﬁeft—one(si) = {5k|sk € 877' ;é k} (33)
3) Cross-group benchmark: All inputs sets in S that are in dif-
ferent groups from s; are chosen as the following training
samples:

Zross—group(si) = {Sklsk € Qj,where 8; € g]} 34
The cross-group benchmark usually fits the case of real
super-resolution tasks where all the available training
samples may be captured by different devices, of different
image content, or of different noise level, and is obviously
the toughest benchmark of the three.

The average performance of all the input sets s; is calculated
as the benchmark result for every benchmark method, which
shows the performance under different situations.

In our experiment, four groups of input sets are used. The sta-
tistics of the input sets are shown in Table I. All videos are cap-
tured by handheld cameras and under various situations: indoor
videos, outdoor videos, videos with translational global motion,
videos with large local motion, etc. Some sample LR frames in
the input sets are shown in Fig. 6.
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POCS

POCS

Fig. 9. Image reconstruction results. Image (A) and (B) show the ground-truth HR images with the regions of interest marked in red boxes. (a)—(e) zoom the
image details corresponding to the red boxes area. (a) LR image. (b) First-level block division results. Blue blocks represents flat ones, red for mismatched ones,
and green for registered ones. (c) Results of the candidate algorithms. CMap, POCS, MAP, and Edge indicate the results of [5], [8], [21] and [23], respectively. (d)

Results of the proposed algorithm. (e) HR ground truth.

We use three classification methods to test the performance of
the proposed algorithm: boosting [36], random forest [37] with
the number of trees 10 and with the number of trees 30, which
are abbreviated as “adaboostM1”, “rforest10” and “rforest30”,
respectively. The benchmark results of different classifiers are
shown in Table II. Rforest30 performs the best on average. Thus,
rforest30 is used as the classifier of the proposed algorithm. The
idea of using the random forest classifier to select suitable can-
didate algorithms is also adopted in [39].

The comparative benchmark results of the proposed algo-
rithm (using rforest30) are listed in Table III. The benchmark

results in the “random” row in Table III are generated by ran-
domly picking a candidate super-resolution algorithm for each
block, whereas the results in the “best” row are generated by
selecting the best candidate super-resolution algorithm for each
block, both followed by the deblocking process. In addition to
the candidate algorithms, we also show the benchmark results of
two state-of-the-art super-resolution algorithms for comparison:
the noniterative interpolation algorithm [11] and the steering
kernel regression algorithm [33]. The software of which is pro-
vided by the authors of the corresponding papers. The algo-
rithm proposed in [11] aims to minimize the frequency aliasing



1042

Fig. 10. Image reconstruction results. (a) Results of [11]. (b). Results of [33].
(c) Results of the proposed. (1) and (2) show the original and zoomed results of
a super-resolution task, respectively.

in super-resolution. The method [33] focuses on the problem
of inaccurate motion estimation, which proposes an SR frame-
work that avoid the process of explicit motion estimation. We
can see that the proposed algorithm gets better benchmark re-
sults. The results of the last two benchmark methods (left-one
and cross-group) are similar, which indicates that the proposed
algorithm is robust to the statistics of the training set and extracts
the essential characteristics of the candidate algorithms. Note
that, although the method [11] produces good results when only
affine motion is presented, it is not an algorithm robust to mo-
tion registration errors; therefore, it performs relatively worse
under arbitrary motion fields.

The proposed algorithm is also robust to the parameters
selected. The average performances adopting different o [see
(28)] in the experiment are shown in Fig. 7. We can see the
performance of the proposed algorithm is robust to the value
of the parameter « since the average benchmark performances
do not vary very much when the value of o changes. As is
mentioned in Section VI-A, « is set as 0.25 in the experiment.

C. Image Reconstruction Results

Fig. 8 shows several first-level block division results of the
images in the database. The bicycler and the child in Fig. 8(a)
move quickly, and its difficult to accurately estimate motion
fields within most parts of the trees on the background; there-
fore the blocks in the background are mostly classified into mis-
matched block category in the first-level. Blocks within part of
the meadow in Fig. 8(b) and within the sky/road in Fig. 8(d) con-
tain very little image content information, which are labeled as
flat block category. Fig. 8(b) shows a static scene captured by a
slow-moving camera, and most of the blocks within it are regis-
tered blocks. Only registered blocks are classified and processed
in the second level using candidate super-resolution algorithms,
whereas the flat ones and mismatched ones are processed di-
rectly according to Fig. 1.
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Fig. 11. Image reconstruction results on the data used in [33]. (1) Results of
[33]. (2) Result of the proposed method. (3) Ground-truth image.

In Fig. 9, some local synthesis results of the proposed algo-
rithm compared with the candidate conventional algorithms are
shown. We only show two representative results of the candi-
date algorithms for each block because some candidate results
are similar to the proposed result and some candidate results are
far worse in some specific cases. Sometimes, several candidate
results can also be better than the synthesis result proposed as
the proposed framework implementation does not always select
the best candidate algorithm for each block. However, it pre-
vents selecting bad candidate results most of the time and, on
average, gets better performance (see Table III), which increases
the algorithm robustness. In Fig. 10, the results of the proposed
algorithm are compared with the results of [11] and [33]. The
reconstruction results of [33] and the proposed method on the
image data used in [33]! are shown in Fig. 11. We can see that
the proposed algorithm (adopting the second group in Table I
as the training set) produces finer image details. See the word
“harman” and the logo behind the player on the background of
the images in (b). We also show some other HR image results of
the proposed algorithm in Fig. 12 to get an overview. Note that
all the HR images from the proposed algorithm shown in Figs. 9,
10, and 12 are the results of the cross-group benchmark.

The computational cost of the proposed algorithm depends
on the area of different block categories. Only one candidate
algorithm is applied within each block region. Image interpola-
tion and denoising for flat blocks require very little computation
compared with the other algorithms. Generally speaking, single-
image enhancement for mismatched blocks is less time-con-
suming than candidate super-resolution algorithms. Thus, the
proposed algorithm is more efficient than candidate super-res-
olution algorithms on average. However, this is not always the
case because block classification costs additional computation,

Thttp://users.soe.ucsc.edu/~htakeda/Space TimeSKR .htm.
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Fig. 12. Full HR image results of the proposed algorithm. (1) Input LR images. (2) Reconstruction result of the proposed algorithm.

and in the deblocking process, overlapping regions are gener-
ated where two algorithms need to be applied.

VII. CONCLUSION

A spatially adaptive block-based super-resolution framework
is proposed in this paper. The target HR image plane is divided
into adaptive-sized blocks in the framework. Each block can
be assigned a suitable candidate algorithms. We also present
an implementation of the framework to improve the super-res-
olution results under inaccurate motion registration and to
make the best use of the advantages of different conventional
super-resolution algorithms. One of the contributions of this
paper is that we provide a way to combine a lot of related
techniques together in the proposed framework, including
rule-based and learning-based image/video -classification,
single-image enhancement, and image/video feature extraction.

In future work, self-adaptive algorithm parameters can be
used also for blocks of the same category. We can also incorpo-
rate the framework into video compression and decompression
algorithms to get decompressed video streams of higher quality.

APPENDIX A
PROOF OF THE STATEMENT IN SECTION IV-B

The proposed deblocking process improves the image fidelity
(in PSNR).

Proof: The PSNR (31) is a monotone decreasing function of
the SSD, which is defined as

SSD(H. 1) = 3" (H(z,y) - I(z,y))"

z,y

(35)

where H is the original HR image and [ is the estimated SR
output.

Considering the overlapping area along the edge of two adja-
cent blocks using different algorithms, we assume that the blur
kernel of the super-resolution result in one side of the overlap-
ping area is G; and that the blur kernel of the other side is G'a;
therefore, in the overlapping area, the SSD of the super-resolu-
tion result without deblocking is

SSDy =Y (H—Gi+H)’+Y (H—Gy«H)* (36)

r<0 r>0

where the operator * represents convolution and we omit nota-
tion (z, y) for simplicity. The SSD of the super-resolution result
with deblocking process in the overlapping area is

SSDy =y (H = (f*(r)(G1 * H) + f*(=r)(G2 + H)))" .
(37
Note that f*(r) + f*(—r) = 1, and its reasonable to assume
that G'1, G2, and the statistics of H in the overlapping area are
near space invariant since the overlapping area is usually small.
Thus, we have

SSDy < 3 (f*(r)(H = Gy H))®
+ Y (T (=) H = Gax H))

1
=5 (f*(r)*dr> (H - Gy« H)?
1 ki * 2 2
g (f*(=r)*dr) (H — Gy H)

1 2 1 2
S§Z(H—01*H) +§Z(H—G2*H)
=SSD;. (38)
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