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Fig. 4. Two sample videos for the Columbia Consumer Video (CCV) database. The first video belongs to the music performance category, while the
second video belongs to the baseball category.

Fig. 5. Two sample videos for the Joint-annotated HMDB (JHMDB) database. The first video represents a shooting action video, while the second
video represents a catching action video.

videos per category as gallery samples. This results in 210,
210, and 420 videos for the training, query, and gallery sets,
respectively.

For our deep model, we used the CNN motion network
by [14] as our pre-trained stacked convolution and pooling
layers. We used a batch size of 50 and a frame size of
p = 10. For our Slow Fusion architecture, the first pooling
layer fuses the data of p1 = 5 frames with a stride of 2,
the second pooling layer fuses the data of the final p2 = 3
frames. For testing samples, we obtained the binary codes
at a stride of 2.

B. Evaluation Metrics

To measure the performance of our DVH, we used the
Hamming ranking and Hamming look-up as evaluation
metrics to compare the performance of different methods.
For Hamming ranking, the mean Average Precision (mAP)
and Precision@N are evaluated. The mAP is defined as
the mean of the average precision of the top retrieved
samples across all queries, while Precision@N is defined
as the percentage of true labels among the top N retrieved
samples. For Hamming look-up, the precision when the
hamming radius is set as r = 2 is evaluated where it
measures the precision over all the samples that is within a
hamming radius of r = 2. At K = 64, Hamming look-up
precision is not evaluated because it will be impractical for
longer bit lengths.

C. Experimental Results

Comparison with Different Deep Baselines: We first
compared our DVH with three baseline deep architectures

which do not use temporal fusion in the fully-connected
layers. The baseline methods are described as follows:

Single-Frame: In the single-frame model, we considered
each frame of the video as a single image with its own label
information. Similar to DVH, we used the large-margin
criterion for the Siamese network to learn the parameters.
However, we only used single frames as the input and do
not perform temporal fusion. The cost function is defined
as:

J = f(1 � δu;v (θ � du;v (s(xu ), s(x v )))) (15)

Single-Frame + Temporal: In the single-fame + tempo-
ral model, we exploited the temporal information with the
same large-margin criterion so that the frames which are
close to each other are similar as much as possible, defined
as below:

J = f(1 � δu 1 ;v (θ � du 1 ;v (s(xu 1 ), s(x v ))))

+ νks(xu 1 ) � s(xu 2 )k
2
2 (16)

where ν is the balancing term, and u1 and u2 are two
randomly selected image frames from the same video which
are apart by a minimum of five frames. In the experiments,
we used ν = 0.1. Fig. 6 shows the architectures of the first
two baseline methods.

Video-Level Feature: In this model, we pooled all
frame-level features from the single-frame deep model to
compute video-level features to evaluate the large margin
criterion. By doing so, we obtained a representative global
binary vector for each video.

Tables II and III show the performance of different meth-
ods on the CCV and JHMDB datasets, respectively. As can
be seen, our DVH architectures outperform the other deep
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Fig. 6. Deep baseline architectures based on frame-by-frame training for video hashing. The first baseline is similar to image hashing where each
frame is a single image. The second baseline adds a temporal criterion during training such that given two frames that are temporally close should
have a similar compact feature as much as possible.

TABLE II
RESULTS ON THE CCV DATASET IN COMPARISON WITH THE BASELINE DEEP ARCHITECTURE.

Method Hamming ranking (mAP, %) precision (%) @ N = 100 precision (%) @ r=2
16 32 64 16 32 64 16 32

Single 32.62 34.23 35.02 37.37 38.86 38.50 23.38 5.63
Single+Temporal 33.60 35.60 37.27 38.05 39.74 40.93 30.76 16.44
Video-Level 29.45 30.79 29.19 34.44 35.98 34.05 22.48 11.11
Early Fusion 37.18 40.86 41.54 40.11 41.89 42.41 36.61 22.80
Late Fusion 38.54 41.08 41.51 40.29 42.08 42.23 37.32 23.10
Slow Fusion 38.27 40.80 41.41 39.95 41.88 42.34 36.55 23.06

TABLE III
RESULTS ON THE JHMDB DATASET IN COMPARISON WITH THE BASELINE DEEP ARCHITECTURE.

Method Hamming ranking (mAP, %) precision (%) @ N = 10 precision (%) @ r=2
16 32 64 16 32 64 16 32

Single 32.73 33.89 31.74 42.67 43.81 44.05 6.19 0
Single+Temporal 33.19 34.85 35.58 43.81 45.33 45.19 9.05 0
Video-Level 30.07 30.95 32.53 39.10 41.67 41.86 6.58 0
Early Fusion 35.19 37.43 37.95 46.48 47.62 48.19 31.31 12.46
Late Fusion 34.93 36.78 37.53 45.10 48.05 48.14 29.67 10.10
Slow Fusion 34.86 36.59 36.63 44.52 47.90 48.24 25.25 8.67

learning based baseline architectures. It is interesting to see
that the second baseline (Single+Temporal) beats the first
baseline (Single), which shows that temporal information is
important. The video-level features also yielded competitive
representations but often achieved worse performance than
the single-frame deep model. The late fusion and early
fusion DVH architectures obtain the best performance on
the CCV and JHMDB datasets, respectively. For CCV, a
late fusion would mean it prefers to exploit high-level
global information, while for JHMDB an Early Fusion
shows it prefers to exploit local motion information. This is
reasonable because JHMDB focuses on action information

while CCV is more on events which are generally holistic.
We also examined the retrieval time of different deep

baseline architectures, which is shown in Fig. 7. As can
be seen, a longer retrieval time is necessary since the
deep baseline architectures transform each image frame
into a binary code. Differently, our DVH method performs
temporal fusion so fewer binary code comparisons are
implemented resulting in a faster retrieval time for the
whole query-gallery set. This is most obvious on the CCV
dataset since more frames are present in a single video, and
larger gallery and query videos are used.

Comparison with State-of-the-Art Learning-based
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Fig. 7. Retrieval time on the (a) CCV and (b) JHDMB datasets, respectively.

TABLE IV
RESULTS OF DIFFERENT LEARNING-BASED HASHING METHODS ON THE CCV DATASET.

Method Hamming ranking (mAP, %) precision (%) @ N = 100 precision (%) @ r=2
16 32 64 16 32 64 16 32

PCAH [55] 20.83 21.45 19.37 25.80 26.50 25.51 3.03 0
PCA-ITQ [16] 22.49 24.13 24.42 27.71 28.99 29.61 13.43 0
AGH [40] 14.91 15.22 11.24 20.52 23.37 20.16 13.43 1.58
KSH [39] 32.43 34.34 35.40 36.27 38.33 38.75 18.27 7.64
CCA-ITQ [16] 36.58 38.18 38.32 39.13 40.41 40.51 16.15 7.17
FastHash [36] 34.72 38.37 38.47 38.83 40.85 41.37 12.73 5.36
DVH 38.54 41.08 41.51 40.29 42.08 42.23 37.32 23.10

TABLE V
RESULTS OF DIFFERENT LEARNING-BASED HASHING METHODS ON THE JHDMB DATASET.

Method Hamming ranking (mAP, %) precision (%) @ N = 10 precision (%) @ r=2
16 32 64 16 32 64 16 32

PCAH [55] 16.89 17.64 18.30 27.05 31.31 31.81 0 0
PCA-ITQ [16] 13.80 14.16 14.44 22.52 25.19 27.05 0.58 0
AGH [40] 13.74 14.30 16.90 23.38 26.86 27.57 0.12 0
KSH [39] 27.50 28.32 33.51 39.14 39.05 42.38 0 0
CCA-ITQ [16] 27.20 31.96 31.44 43.48 47.56 47.43 1.51 0
FastHash [36] 31.19 33.72 36.63 42.29 44.33 46.52 0 0
DVH 35.19 37.43 37.95 46.48 47.62 48.42 31.31 12.46

Hashing methods: We also compared our DVH method
with several popular hashing methods including PCA
Hashing [55], PCA-ITQ [16], Anchor Graph Hashing
(AGH) [40], Kernel Supervised Hashing (KSH) [39], CCA-
ITQ [16], and FastHash [36]. Specifically, PCAH, PCA-
ITQ and AGH are unsupervised hashing methods, and
KSH, CCA-ITQ, and FastHash exploit the label information
of samples to learn discriminative hash codes. The standard
implementations of all methods are from the original au-
thors and the default parameters were set based on their
respective papers. For consistency, the experiments were
carried out with the same selected training, gallery and
query sets. For the different hashing methods being com-
pared, we considered each frame as an image and encoded
its respective binary code based on the 4096-dimension
CNN feature obtained from the fully-connected layer of the
pre-trained models used, and defined the hamming distance
of two videos as the average of all hamming distances

between images from each video.
Tables IV and V show the performance of different

hashing methods on the CCV and JHMDB experiments,
respectively. We found that the DVH architecture yielded
the best performance, where the Late fusion was for the
CCV dataset, and the Early fusion was for the JHMDB
dataset, respectively. As can be seen, our method con-
sistently outperforms the other existing hashing methods.
Most surprising is the hamming look-up precision (HLP)
evaluation results which show significant improvement
across varying bit lengths. This shows that representing
the video in a deep nonlinear binary feature vector gives
strong representation for retrieval. Figs. 8-11 show the
recall and precision curve, and precision curves vs the
retrieval number N on the CCV and JHMDB datasets. We
see that our method outperforms the compared methods in
most scenarios.

Comparison with Different Video Hashing Meth-
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Fig. 8. Precision-Recall (PR) curves on the CCV dataset versus varying code lengths.
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Fig. 9. Precision-N curves on the CCV dataset versus varying code lengths.
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Fig. 10. Precision-Recall (PR) curves on the JHMDB dataset versus varying code lengths.
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Fig. 11. Precision-N curves on the JHMDB dataset versus varying code lengths.
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Fig. 12. The mAP performance of our DVH method at varying λ for the 64-bit experiment on the (a) CCV and (b) JHMDB datasets, respectively.

TABLE VI
HAMMING RANKING (MAP, %) RESULTS ON THE CCV DATASET IN

COMPARISON WITH OTHER VIDEO HASHING ALGORITHMS.

Method 16 bits 32 bits 64 bits
DVH-CNN 38.54 41.08 41.51
ITQ-CNN 22.49 24.13 24.42
ITQ-SIFT 12.33 14.63 14.52
VHDT-SIFT [61] 11.40 13.00 15.90
CVC-CNN [34] 27.53 32.16 36.14

TABLE VII
HAMMING RANKING (MAP, %) RESULTS OF OUR DVH ON THE CCV

DATASET IN DIFFERENT VALUES OF p AND s.

Method 16 bits 32 bits 64 bits
p = 2, s = 2 37.81 39.48 40.46
p = 5, s = 5 37.81 40.78 41.09
p = 10, s = 5 38.54 41.08 41.51
p = 20, s = 5 37.25 40.11 41.31

ods: We compared our method with two video hashing
methods as shown in Table VI. For Video Hashing with
both Discriminative commonality and Temporal consisten-
cy (VHDT) [61], the mAP results were obtained from the
original paper. However, their method used SIFT BoW fea-
tures so it is difficult to directly compare. To approximate,
we have applied ITQ-SIFT and found that it is comparable
with VHDT. Our DVH is much better than ITQ-CNN. This
is because VHDT performs linear transformations which
may not really capture the nonlinearity of data in videos.

For the Compact Video Coding (CVC) method [34], we
used the publicly released code, tuned the parameters to
obtain the best possible result and used CNN features to
construct the covariance feature for each video. As can be
seen, our DVH outperforms CVC at all bit lengths. This
is because CVC converted the whole video into a single
feature code which may lead to loss of temporal informa-
tion, while our DVH method considered the temporal and
discriminative information of each video.

Parameter Analysis: We also analyzed the varying
values of λ during training to see the contribution of the
two criterions in the over-all performance of our DVH

TABLE VIII
HAMMING RANKING (MAP, %) RESULTS OF OUR DVH ON THE

JHMDB DATASET IN DIFFERENT VALUES OF p AND s.

Method 16 bits 32 bits 64 bits
p = 2, s = 2 32.48 32.58 33.55
p = 5, s = 5 33.21 35.32 35.30
p = 10, s = 5 35.19 37.46 37.95
p = 20, s = 5 37.97 35.82 36.43

method. Fig. 12 shows the mAP performance of our DVH
method at λ = [0, 0.01, 0.005, 0.001, 0.0005, 0.0001]
for the CCV and JHMDB datasets. As expected, we see
that the discriminative information makes most of the
contribution since even at λ = 0, the performance is very
competitive. Nevertheless, minimizing the quantization loss
still provides improvement in the over-all performance.
However, it is important to see that the quantization loss
criterion should not overpower the discriminative criterion.
In our experiments, the optimal value for λ is at a range of
[0.005, 0.01].

We also conducted experiments on varying values of
the frame size p, which is the number of frames as the
input in the deep network to obtain a binary code, and the
stride s, which is the number of non-overlapped frames.
We used the best fusion algorithm for each dataset (CCV-
Late, JHMDB-Early). As can be seen in Table VII and VIII,
our method shows a decline in mAP at p < 10 probably
because frames are very much similar which do not really
exploit the temporal information. Similarly, a much higher
p may also reduce the performance because it extracts more
global video features.

D. Discussion

The above experimental results suggest the following
three key observations:

1) Our deep video hashing method achieves very com-
petitive performance compared to other deep baseline
architectures which shows that performing temporal
fusion during training contributes well to the over-
all performance. In addition, retrieval time is also
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reduced because of the temporal fusion.
2) Our DVH outperforms state-of-the-art image-based

hashing methods which shows that the binary codes
obtained from our hashing method are strong rep-
resentations due to the discriminative training we
employed. Furthermore, our DVH also outperforms
other video hashing methods by a large margin.

3) The large-margin criterion yields the largest contri-
bution in our DVH method. However, the binary
quantization term also provides improvements in the
over-all performance. For the parameter p, we see
that the best performance can be obtained when the
parameter of p is set to 10 because it is a good balance
of extracting global and local video features.

V. CONCLUSION

In this paper, we have proposed a deep video hashing
approach with various frame pooling architectures to learn
binary codes for each video in a deep framework such that
both temporal and discriminative information are well ex-
ploited. Experimental results on two video databases clearly
demonstrate that our method achieved better performance
with the state-of-the-art hashing methods.

There are two interesting directions for future work:
1) Our DVH method composed of frame-level pooling

layers to exploit temporal information. It is interesting
to incorporate more complex networks such as re-
current neural networks (RNN) [47], long short term
memory (LSTM) [19] and 3D-CNNs [26] to further
improve the performance.

2) In this work, we learned our DVH network using su-
pervised information. Hence, it is interesting to learn
a deep network using quantization-based [16], [23]
criterions, which does not exploit label information.
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