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Motivation
ü Deep binary descriptors show strong discriminative power

and low computational cost [1]

ü There are two key limitations of the sign function based 

binarization:

ü Zero is not the proper threshold for many data distributions [2]

ü Existing binarization approaches perform on each bit individually, 

which ignore the holistic information

K-AutoEncoders (KAEs)

ü Associate each image with an autoencoder with the 

minimum reconstruction error

ü Retrain KAEs with the corresponding images

Experiments
ü The CIFAR-10 dataset

ü The Brown dataset

Flowchart

ü Consider the binarization as a multi-quantization task

ü Jointly learn the parameters and the binarization

Objective Function

ü J1: Minimize the reconstruction error of the features

ü J2: Regularization term of KAEs

ü J3: Enlarge the variance of each element
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