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Abstract—The two most important tasks in information extraction from the Web are webpage structure understanding and natural

language sentences processing. However, little work has been done toward an integrated statistical model for understanding webpage

structures and processing natural language sentences within the HTML elements. Our recent work on webpage understanding

introduces a joint model of Hierarchical Conditional Random Fields (HCRFs) and extended Semi-Markov Conditional Random Fields

(Semi-CRFs) to leverage the page structure understanding results in free text segmentation and labeling. In this top-down integration

model, the decision of the HCRF model could guide the decision making of the Semi-CRF model. However, the drawback of the top-

down integration strategy is also apparent, i.e., the decision of the Semi-CRF model could not be used by the HCRF model to guide its

decision making. This paper proposed a novel framework called WebNLP, which enables bidirectional integration of page structure

understanding and text understanding in an iterative manner. We have applied the proposed framework to local business entity

extraction and Chinese person and organization name extraction. Experiments show that the WebNLP framework achieved

significantly better performance than existing methods.

Index Terms—Natural language processing, webpage understanding, conditional random fields.
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1 INTRODUCTION

THE World Wide Web contains huge amounts of data.
However, we cannot benefit very much from the large

amount of raw webpages unless the information within
them is extracted accurately and organized well. Therefore,
information extraction (IE) [1], [2], [3] plays an important
role in Web knowledge discovery and management.
Among various information extraction tasks, extracting
structured Web information about real-world entities (such
as people, organizations, locations, publications, products)
has received much attention of late [4], [5], [6], [7], [8].
However, little work has been done toward an integrated
statistical model for understanding webpage structures and
processing natural language sentences within the HTML
elements of the webpage. Our recent work on Web object
extraction has introduced a template-independent approach
to understand the visual layout structure of a webpage and
to effectively label the HTML elements with attribute names
of an entity [9], [10].

Our latest work on webpage understanding [11] intro-
duces a joint model of the Hierarchical Conditional Random
Fields (HCRFs) model and the extended Semi-Markov

Conditional Random Fields (Semi-CRFs) model to leverage
the page structure understanding results in free text
segmentation and labeling. The HCRF model can reflect
the structure and the Semi-CRF model can make use of the
gazetteers. In this top-down integration model, the decision
of the HCRF model could guide the decision of the Semi-
CRF model. However, the drawback of the top-down
strategy is that the decision of the Semi-CRF model could
not be used by the HCRF model to refine its decision
making. In this paper, we introduce a novel framework
called WebNLP that enables bidirectional integration of
page structure understanding and text understanding in an
iterative manner. In this manner, the results of page
structure understanding and text understanding can be
used to guide the decision making of each other, and the
performance of the two understanding procedures is
boosted iteratively.

1.1 Motivating Example

We have been working on local entity extraction to increase
the data coverage of the Windows Live Local search service
by automatically extracting structured information about
local businesses from the crawled webpages. In Fig. 1, we
show an example webpage containing local entity informa-
tion. As we can see, the address information of the local
business on the webpage is regularly formatted in a visually
structured block: the first line of the block contains the
business name in bold font; the second line contains the
street information; the third line contains the city, state, and
zip code. Such a structured block containing multiple
attribute values of an object is called an object block. We
can use the HCRF algorithm [9] together with the Semi-CRF
algorithm [12] to detect the object block first and then label
the attributes within the block [11].

Though such a method works well on extracting simple
attributes like address information, it performs rather badly
on the business name attribute, which is the most important
attribute for a local search service. We found that the
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attributes in an object block are always short isolated
strings. The features we can extract to identify the label of
theses isolated strings are rather limited. It is quite difficult
to identify business names correctly only with the structure
(i.e., visual layout) information and text features of these
short strings (e.g., regular expression and word emission
probability). In other words, the evidence supporting the
decision to label an isolated string as the business name is
usually not strong enough. For example, there is rather little
evidence for “Caffe Amici Espresso” marked with “2” to be
labeled as the business name in the object block shown in
Fig. 1. Fortunately, in the whole webpage, the business
name is mentioned multiple times, not only in the object
block but also in the natural language sentences outside the
object block, such as “Thank you for taking the time to
contact us at Caffe Amici Espresso” and “Caffe Amici
Espresso guarantees satisfaction on all products we sell.”
These mentions could also provide some information for
the business name extraction.

We believe that if we could collect more information
about an object, we can make better decisions on it. For
example, it would be much more accurate and easier if we
could label all the mentions of the business name “Caffe
Amici Espresso” together, no matter where it appeared in
the webpage: within object blocks or in natural language
sentences. This is because there is more evidence support-
ing “Caffe Amici Espresso” to be labeled as business name
from the multiple mentions, compared to the evidence from
any single instance. There are many ways to share the
evidence among these mentions.

A naive way of leveraging the evidence of multiple
mentions is to share the features of all the mentions without
changing the statistical model [13], [14], [15]. Combining
multiple occurrences at feature level will definitely improve
the accuracy of each mention. However, in the classical CRF
model, many feature functions are constructed to reflect the
sequential dependencies of the labels on adjacent segments.
Therefore, it is impossible to share such kinds of features
among the multiple occurrences directly because of the
local dependencies.

We need a well-defined joint statistical model that can
integrate structure information and natural language in-
formation together so that the labeling results of the HTML
elements can give a prior for the natural language under-
standing, while the decision of the natural language
processing can also give semantic suggestions to improve
the HTML element labeling.

Our latest work on webpage understanding [11] makes
the first attempt toward such an integrated solution. It first
uses the HCRF model to label the HTML elements and then
uses the Semi-CRF model to segment the text fragment
within the HTML elements considering their labels assigned
by the HCRF model. In this top-down integration model, the
decision of the HCRF model could guide the decision making
of the Semi-CRF model. The advantage of this model is that it
reduces the possible search space of the Semi-CRF model,
thus making the decision more efficiently. For example, if an
HTML element is labeled by the HCRF model as CITY_
STATE_ZIP, the Semi-CRF model will only need to search the
label space {CITY, STATE, ZIP, NOTE}, where NOTE means
anything other than CITY, STATE, and ZIP.

However, the drawback of this top-down model is also
apparent: the HCRF model could not use the decision of the
Semi-CRF model in its decision making. Without a mechan-
ism to leverage the text segmentation and labeling results of
Semi-CRF, not only could the page structure understanding
model be improved further using these semantic labeling
results, but also the text features with sequential label
dependencies could not be shared among the multiple
mentions in a webpage.

It is natural to close the loop in webpage understanding by
introducing a bidirectional integration model, where the
bottom-up model using text understanding to guide struc-
ture understanding is integrated with the top-down model
mentioned above. For example, the instances of “Caffe Amici
Espresso” in the natural language sentences “Thank you for
taking the time to contact us at Caffe Amici Espresso” and
“Caffe Amici Espresso guarantees satisfaction on all pro-
ducts we sell” are easy to be recognized as a business name
using statistical language features. Using a bidirectional
integration model with the capability to share features
among all mentions of the same entity in the webpage, the
other text fragment “Caffe Amici Espresso” in the same
webpage will be more likely recognized as a business name,
and the block containing “Caffe Amici Espresso” and some
address-like text will be more confidently marked as an
object block with business name and address attributes.

However, the natural language understanding compo-
nent in the loop needs to be accurate enough to provide
positive feedback to the structure understanding compo-
nent. In [11], the Semi-CRF model is designed to handle
simple text fragment segmentation, such as the segmenta-
tion between city, state, and zip code. Therefore, the model
only contains some regular expression features. For these
regular expression features, the model can be trained to
achieve nearly optimal parameters with only hundreds of
labeled webpages. However, these features are not com-
prehensive enough to segment and label the natural
language sentences in the webpage for tasks like business
name extraction. We need to introduce more statistical
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natural language features to make the text understanding
component accurate enough. The number of sentences
required to train a satisfactory natural language under-
standing model with tens of thousands of statistical natural
language features is much larger. Therefore, we need to
introduce an auxiliary corpus to learn the parameters of
these features.

In this paper, we propose a novel framework called
WebNLP, which enables bidirectional integration of page
structure understanding and shallow natural language
processing in an iterative manner. The WebNLP framework
closes the loop of information flow in webpage under-
standing. Specifically, we extend both the HCRF model and
the Semi-CRF model to enable the iterative labeling process
so that the labeling decision made by HCRF on page
structure understanding and the decision made by semi-
CRF on free text understanding could be treated as features
in both models iteratively. In the WebNLP framework, the
weights of the natural language features could be trained on
existing large NLP corpus to guarantee accurate text
segmentation and labeling.

Although the WebNLP framework is motivated by
multiple mentions of object attributes (named entities) in a
webpage, it will also improve entity extraction from
webpages without multiple mentions because of the joint
optimization nature of the framework.

The main contributions of this work are as follows:

1. We introduce a novel framework for webpage
understanding called WebNLP to boost the perfor-
mance of page structure understanding and shallow
natural language processing iteratively, compared to
Zhu’s top-down strategy.

2. We introduce the multiple occurrence features to the
WebNLP framework. It improved both the precision
and recall of the named entity extraction and
structured Web object extraction on a webpage.

3. Shallow natural language processing features are
applied to the WebNLP framework, which allows
training of the natural language features on existing
large corpus different from the limited labeled
webpages.

The rest of the paper is organized as follows: In Section 2,
we briefly introduce the related work on webpage under-
standing. Section 3 gives a formal definition of the problem
to be solved. Section 4 describes the necessary background
of the CRF model, the HCRF model, and the Semi-CRF
model. We introduce our WebNLP framework in detail in
Section 5. The experimental results and analysis are shown
in Section 6. Finally, Section 7 concludes this paper.

2 RELATED WORK

Webpage understanding plays an important role in
information retrieval from the Web [16], [10]. There are
two main branches of work for webpage understanding:
template-dependent approaches and template-independent
approaches.

Template-dependent approaches (i.e., wrapper-based
approaches) can generate wrappers either with supervision
[6], [8] or without supervision [17], [18], [4], [7], [19]. The

supervised approaches take in some manually labeled
webpages and learn some extraction rules (i.e., wrappers)
based on the labeling results. Unsupervised approaches do
not need labeled training samples. They first automatically
discover clusters of the webpages and then produce
wrappers from the clustered webpages. No matter how the
wrappers are generated, they can only work on the webpages
generated by the same template. Therefore, they are not
suitable for general purpose webpage understanding.

In contrast, template-independent approaches can pro-
cess various pages from different templates. However, most
of the methods in the literature can only handle some special
kinds of pages or specific tasks such as object block (i.e., data
record) detection. For example, [20], [21], [22] can only
segment list pages and [23] can only detect the main block in
the page. The method in [20] segments data on list pages
using the information contained in their detail pages. The
need of detail pages is a limitation because automatically
identifying links that point to detail pages is nontrivial and
there are also many pages that do not have detail pages
behind them. Zhai and Liu [21], [22] proposed an algorithm
to extract structured data from list pages. The method
consists of two steps. It first identifies individual records
based on visual information and a tree matching method.
Then a partial tree alignment technique is used to align and
extract data items from the identified records. Song et al. [23]
define the block importance estimation as a learning
problem. First, they use the Vision-based Page Segmentation
(VIPS) [16] algorithm to partition a webpage into semantic
blocks with a hierarchy structure. Then, spatial features
(such as position and size) and content features (such as the
number of images and links) are extracted to construct a
feature vector for each block. Based on these features,
learning algorithms, such as SVM and neural network, are
applied to train various block importance models.

The task of the template-independent webpage under-
standing is defined in this paper as the task of page
structure understanding and text content segmentation and
labeling. The state-of-the-art webpage structure under-
standing algorithm is the HCRF algorithm proposed in
[9]. The idea of the HCRF algorithm is based on the VIPS
approach [16], [23]. HCRF organizes the segmentation of the
page hierarchically to form a tree structure and conducts
inference on the vision tree to tag each vision node (vision
block) with a label. The HCRF model has been proved
effective for product information extraction. Since the
attribute values of product objects (such as the product
price, image, and description) are usually the entire text
content of an HTML element, text segmentation of the
content within HTML elements is done as a postprocessing
step. Since text segmentation is not included, the HCRF
model is less effective for the applications where multiple
attributes of an object lie in the text in one vision node.

The requirement of text understanding in information
retrieval is simpler than classical natural language under-
standing. Deep parsing of the sentences is unnecessary in
most of the cases. Shallow parsing that can extract some
important named entities is usually enough. The most
popular technique used for named entity recognition is
Conditional Random Field (CRF) [24], which is language
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independent. For the Chinese language, the algorithm
proposed in [25] works well using CRF. The named entity
recognition task was modeled as a character labeling
problem in [25], which is quite suitable for the character-
istics of Chinese. For the English language, Semi-CRF [12]
proves to be more effective than the linear chain CRF model
in named entity recognition. This is because Semi-CRF
introduced the non-Markov property between tokens inside
entity name segments.

The combination of structure understanding and text
understanding is natural [26], [27], [11]. All this work holds
the belief that the structure understanding can help the text
understanding. For example, Zhu et al. [11] described a joint
model that was able to segment and label the text within the
vision node. It integrates the HCRF model and the Semi-
CRF model. It also extends the Semi-CRF model to take the
vision node label assignment as an input of the feature
functions. The label of the vision node is actually a switch. It
eliminates unnecessary searching paths in the optimization
procedure in the Semi-CRF model. This joint model is in
fact only a top-down integration, where only the label of the
vision node can guide the segmentation and labeling of its
inner text. The labeling of the text strings cannot be used to
refine the labeling of the vision nodes.

Observing the drawback of existing models, we propose
our WebNLP framework. The differences between the model
in [11] and the WebNLP framework are obvious. First, the
WebNLP framework is a bidirectional integration strategy,
where the page structure understanding and the text
understanding are reinforced by each other in an iterative
way. It closes the loop in the webpage understanding.
Second, we introduce multiple mention features in this new
framework. Our model treats the segmentation and labeling
decision at all mentions of one same entity as its observation.
Such a treatment greatly expands the valid features of the
entity to make more accurate decisions. Third, we introduce
an auxiliary corpus to train the weights of the statistical
language features of the extended Semi-CRF model. It makes
our model perform much better than the extended Semi-CRF
model in [11] with only regular expression matching features
and sequential structure features. A similar work is the
bootstrapping relation extraction method proposed by
Etzioni et al. [30], [31]. They focused more on the relationship
between named entities, whereas we mainly focus on the
attributes of an object.

3 PROBLEM DEFINITION

This paper aims at introducing a joint framework that can
segment and label both the structure layout and text in the
webpage. In this section, we first introduce the data
representation of the structure layout of the webpage and
the text content within the webpage. Then, we formally
define the webpage understanding problem.

3.1 Data Representation

We use the VIPS approach to segment a webpage into
visually coherent blocks [16]. VIPS makes use of page layout
features, such as client region, font, color, and size, to
construct a vision tree representation of the webpage.
Different from the HTML DOM tree, each node in the vision

tree represents a region on the webpage. The region of the
parent node is the aggregation of those of all its child nodes.
The root node represents the whole webpage. All the leaf
nodes form the most detailed flat segmentation of the
webpage. Only leaf nodes have inner text content. The text
content inside leaf nodes may contain information like
business name. The text content could be structured text
like address lines or grammatical paragraphs, which
contain the attribute values of an entity. Details about the
usage of VIPS to segment the structural webpages can be
found in [16].

In this study, we use the vision tree as the data
representation for the structure understanding. We use X ¼
fx1; x2; . . . ; xi; . . . ; xjXjg to denote the entire vision tree of a
webpage. xi is the observation on the ith vision node, which
can be either inner node or leaf node. The observation
contains both the visual information, e.g., the position of the
node, and the semantic information, e.g., the text string
within the node. Each vision node is associated with a label h
to represent the role of the node on the whole tree, e.g.,
whether the node contains all or some of the attributes of an
object. So, H ¼ fh1; h2; . . . ; hi; . . . ; hjXjg represents the label
of the vision tree X. We denote the label space of h by Q.

The text string within the leaf node is represented by a
character sequence. Understanding the text means to
segment the text into nonoverlapping pieces and tag each
piece with a semantic label. In this paper, text under-
standing is equal to text segmentation and labeling. We use
s ¼ fs1; s2; . . . ; sm; . . . ; sjsjg to represent the segmentation
and tagging over the text string within a leaf node x. Each
segment in s is a triple sm ¼ f�m; �m; ymg in which �m is the
starting position; �m is the end position; and ym is the
segment label that is assigned to all the characters within
the segment. We use jxj to denote the length of the text
string within the vision node x. Then, segment sm satisfies
0 � �m < �m � jxj and �mþ1 ¼ �m þ 1. Named entities are
some special segments differentiated from other segments
by their labels. We denote the label space of y by Y. All the
segmentation and tagging of the leaf nodes in the vision tree
are denoted by S ¼ fs1; s2; . . . ; si; . . . ; sjSjg.

Unless otherwise specified, these symbols defined above
have the same meaning throughout the paper.

3.2 Problem Definition

Given the data representation of the page structure and text
strings, we can define the webpage understanding problem
formally as follows:

Definition 1 (Joint optimization of structure understand-
ing and text understanding). Given a vision tree X, the
goal of joint optimization of structure understanding and text
understanding is to find both the optimal assignment of the
node labels and text segmentations ðH;SÞ�:

H;Sð Þ�¼ arg max
S;Hð Þ

p H;SjXð Þ: ð1Þ

This definition is the ultimate goal of webpage under-
standing, i.e., the page structure and the text content should
be understood together. However, such a definition of the
problem is too hard because the search space is the
Cartesian product of Q and Y. Fortunately, the negative
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logarithm of the posterior in (1) will be a convex function, if
we use the exponential function as the potential function
[24]. Then we can use the coordinatewise optimization to
optimize H and S iteratively. In this manner, we can solve
two simpler conditional optimization problems instead of
solving the joint optimization problem in (1) directly, i.e.,
we do structure understanding and text understanding
separately and iteratively. The formal definitions of the two
conditional optimization problems are as follows:

Definition 2 (Structure understanding). Given a vision tree
X and the text segmentation and labeling results S on the leaf
nodes of the tree, structure understanding is to find the
optimal label assignment of all the nodes in the vision tree H�:

H� ¼ arg max
H

p HjX;Sð Þ: ð2Þ

The objective of the structure understanding is to
identify the labels of all the vision nodes in the vision tree.
Both the raw observations of the nodes in the vision tree
and the understanding results about the text within each
leaf node are used to find the optimal label assignment of all
the nodes on the tree.

Definition 3 (Text understanding). Given a vision tree X and
the label assignment H on all vision nodes, text understanding
is to find the optimal segmentation and labeling S� on the leaf
nodes:

S� ¼ arg max
S

p SjX;Hð Þ: ð3Þ

The task of the text understanding problem in entity
extraction is to identify all the named entities in the
webpage. The labeling results of the vision nodes will
constrain the text understanding component to search only
part of the label space of the named entities. The labels of
the named entities within a vision node are forced to be
compatible with the label of the node assigned by the
structure understanding.

The problem described in Definition 1 can be solved by
solving the two subproblems in Definition 2 and Definition 3
iteratively, starting from any reasonable initial solution. In
Definition 2, the S in the condition is the optimum of the text
understanding in the last iteration, and in Definition 3, the H

in the condition is the optima of the structure understanding
in the last iteration. The iteration can begin with either the
structure understanding or text understanding. In this work,
we will begin with the text understanding. The features
related to the label given by structure understanding are set
as zero in the first run of text understanding. The loop stops
when the optima in two adjacent iterations are close enough.
The details about the solution to above problems will be
introduced in Section 5.

4 BACKGROUND

To make this paper as self-contained as possible, we
introduce some necessary background about related mod-
els. We will only introduce the definition of the potential
function in each model in this section. Details about other
parts of these algorithms, e.g., parameters inference and

optimal label assignment, should be referenced to the
original papers.

4.1 CRF

The linear chain CRF tags elements in a sequence x with
transition features [24]. Let the label of the elements in the
sequence be y, and then the conditional probability of y is
defined as follows:

p yjxð Þ ¼ 1

ZðxÞ� yjxð Þ; ð4Þ

where ZðxÞ ¼
P

y �ðy;xÞ is the normalization factor to
make it a distribution function. The potential function
�ðy;xÞ is defined as

� y;xð Þ ¼ exp
X
�;k

�kgkðyjv;xÞþ
X
e;k

�kfkðyje;xÞ
" #

; ð5Þ

where v is vertex corresponding to a single element and e is
edge corresponding to a pair of neighboring elements; yjv
are the components of y associated with the vertex v and yje
are the components of y associated with the edge e; gkð�Þ is
the kth state function and fkð�Þ is the kth transition feature
function; and �k and �k are the corresponding weights of
the feature functions gkð�Þ and fkð�Þ, respectively.

4.2 HCRF

HCRF [9] is an extension of the CRF model on graphs. The
main idea of the HCRF model is to convert the vision tree
representation of a webpage into a graph by introducing
edges between adjacent siblings. Then, the junction tree
algorithm [28] is used to infer the label of the vertices on
the graph. These vertices correspond to the vision nodes in
the vision tree. Similar to the CRF model introduced in
Section 4.1, the conditional distribution of the labels given
the observations is defined as follows:

p HjXð Þ ¼ 1

ZðXÞ� H;Xð Þ; ð6Þ

where ZðXÞ ¼
P

H �ðH;XÞ is the normalization factor to
make it a distribution function, and �ðH;XÞ is the potential
function of the label assignment H on the vision tree. It has
the following form:

� H;Xð Þ ¼ exp

X
�;k

�kgkðHjv;XÞþ
X
e;k

�kfkðHje;XÞ

þ
X
t;k

�kbkðHjt;XÞ

2
664

3
775: ð7Þ

v and e still represent vertex and edge, respectively. t is the
triangle consisting of three vertices and three edges
connecting each pair of the three vertices. See Fig. 2 for an
intuitive example. The solid squares represent the inner
nodes and the hollow squares represent the leaf nodes.
They all correspond to v. The pairs of squares connected by
a solid line correspond to e. The triangles with three squares
and three solid lines connecting each pair of the squares
correspond to t.

In the potential function �ðH;XÞ in (7), Hjv are the
components of H associated with the vertex v; Hje are the
components of H associated with the edge e; Hjt are the
components of H associated with the triangle t. gkð�Þ, fkð�Þ,
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and bkð�Þ are feature functions on the vertices, edges, and
triangles, respectively; �k, �k, and �k are the corresponding
weights of the feature functions gkð�Þ, fkð�Þ, and bkð�Þ,
respectively. We can see that the main differences between
the HCRF and CRF models are the feature functions bkð�Þ on
the triangles.

4.3 Semi-CRF

Semi-CRF [12] is an extension of the linear chain CRF.
As is defined in Section 3.1, the segmentation of a text
string x is s ¼ fs1; s2; . . . ; sm; . . . ; sjsjg. Let qkðsm; sm�1; xÞ
be the kth feature function at segment m. The value of
qkðsm; sm�1; xÞ depends on the current segment sm, the
previous segment sm�1, and the whole observation of the
string x. Let 	k be the weight of qkð�Þ. The conditional
probability is then defined as follows:

p sjxð Þ ¼ 1

ZðxÞ� s; xð Þ; ð8Þ

where ZðxÞ ¼
P

s �ðs; xÞ is the normalization factor to make
pðsjxÞ a distribution function and the potential function
�ðs; xÞ is as follows:

� s; xð Þ ¼ exp
X
m

X
k

	kqkðsm; sm�1; xÞ
" #

: ð9Þ

5 WEBNLP FRAMEWORK

In this section, we introduce the WebNLP framework to solve
the webpage understanding problem defined in Section 3.2.
We first introduce the framework intuitively and describe the
individual models within the framework formally. Then, we
describe how we integrate the page structure understanding
model and the text understanding model together in the
framework. The parameter learning method and the label
assignment procedure will be explained last.

5.1 Overview

The WebNLP framework consists of two components, i.e., a
structure understanding component and a text under-
standing component. The observations of these two

components are both from the webpage. The understanding
results of one component can be used by the other
component to make a decision. The information flows
between the two components form a closed loop. The
beginning of the loop is not very important. However, we
will show that starting from the text understanding
component is a good choice.

The structure understanding component assigns labels to
the vision blocks in a webpage, considering visual layout
features directly from the webpage and the segments
returned by the text understanding component together. If
the segments of the inner text are not available, it will work
without such information. The text understanding compo-
nent segments the text string within the vision block
according to the statistical language features and the label
of the vision block assigned by the structure understanding
component. If the label of the vision block is not available, it
can also work without such information. The two compo-
nents run iteratively until some stop criteria are met. Such
iterative optimization can boost both the performance of the
structure understanding component and text understand-
ing component. Details about the models used in structure
understanding and text understanding will be introduced
in the rest of this section.

5.2 The Extended Models

As we introduced previously, the state-of-the-art models for
webpage structure understanding and text understanding
are the HCRF model and the Semi-CRF model, respectively.
However, there is no way to make them interact with each
other in their original forms. Therefore, we extend them by
introducing additional input parameters to the feature
functions. The original forms of the HCRF model and the
Semi-CRF model have been introduced in Section 4. There-
fore, we will only introduce the forms of the extended HCRF
model and the extended Semi-CRF model in this section.

We first extend the HCRF model by introducing other
kinds of feature functions. These feature functions take the
segmentation of the text strings as their input. Analogizing
to the feature functions defined in Section 4.2, we use
ekðHjt;X;SÞ to represent the feature functions having text
strings segmentation input. To simplify the expression, we
use the functions defined on the triangle to represent all
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Fig. 2. Connection of the two modules. The rectangle represents the vision tree node, the ellipse represents named entity, and the two gray ellipses
represent two mentions of one named entity with “NAME” label.



functions defined on the vertex, edge, or triangle. As the
WebNLP framework is an iterative one, we further use the
superscript j to indicate the decision in the jth iteration.
Then the potential function of the extended HCRF algo-
rithm in the jth iteration can be defined as follows:

� Hj;X;Sj�1
� �

¼ exp

X
�;k

�kgkðHjj�;XÞþ
X
e;k

�kfkðHjje;XÞ

þ
X
t;k

�khkðHjjt;XÞ

þ
X
t;k


kekðHjjt;X;Sj�1Þ

2
66666664

3
77777775
: ð10Þ

The newly introduced feature function ekð�Þ uses the decision
of the text understanding component in the ðj� 1Þth
iteration Sj�1 as its additional input. 
k is the weight of the
feature function ekð�Þ. Other symbols keep the same mean-
ings as in the original HCRF model described in Section 4.2.

Then we can get the conditional distribution function of
the extended HCRF model in the jth iteration as follows:

pðHjjX;Sj�1Þ ¼ 1

ZðX;Sj�1Þ
�ðHj;X;Sj�1Þ; ð11Þ

where ZðX;Sj�1Þ ¼
P

Hj �ðHj;X;Sj�1Þ is the normalization
factor to make pðHjjX;Sj�1Þ a distribution function.

The Semi-CRF model is extended by introducing both
the label of the vision node and the segmentation results of
the text strings within all the vision nodes in the last
iteration. Therefore, the potential function of the extended
Semi-CRF model is

�ðX;Hj;Sj�1;SjÞ

¼ exp

X
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X
m
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	kqk
�
sji;m�1; s

j
i;m; xi

�
þ
X
i

X
m

X
k

�krk
�
sji;m�1; s
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i
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m

X
k

�kuk
�
sji;m�1; s

j
i;m;X;S

j�1
�

2
6666664

3
7777775
: ð12Þ

In (12), qkð�Þ is the statistical language feature function that
has been mentioned in Section 4.3 in the original Semi-CRF
model; rkð�Þ is the feature function considering the label of
the vision node containing the text string xi; ukð�Þ is the
global feature function, which can include the observation
on the whole webpage and the text segmentation results in
the last iteration; and 	k, �k, and �k are the corresponding
feature weights of feature functions qkð�Þ, rkð�Þ, and ukð�Þ,
respectively.

The conditional distribution function of the extended
Semi-CRF model can be expressed as follows:

pðSjjX;Hj;Sj�1Þ ¼ �ðS
j;X;Hj;Sj�1Þ

ZðX;Hj;Sj�1Þ
; ð13Þ

where ZðX;Hj;Sj�1Þ ¼
P

Sj �ðSj;X;Hj;Sj�1Þ is the nor-
malization factor to make it a distribution function.

5.3 Model Integration

In Section 5.2, we introduced the extended HCRF and Semi-
CRF models. We will analyze how these two models are

integrated together in this section. Fig. 2 gives an illustrative
example of the connection between the extended HCRF

model and the extended Semi-CRF model in a webpage. It is
generated based on the example webpage shown in Fig. 1.

There are two types of connections in the integrated model.

One is the connection between the vision node label and the
segmentation of the inner text. The other is the connection

between multiple mentions of a same named entity.

5.3.1 Vision Tree Node and Its Inner Text

The natural connection between the extended HCRF model
and the extended Semi-CRF model is via the vision tree

node and its inner text. The feature functions that connect

the two models are rkð�Þ in the extended Semi-CRF model
and ekð�Þ in the extended HCRF model.

Feature function rkð�Þ in the extended Semi-CRF model

takes the labeling results of the leaf node given by the
extended HCRF model as its input. For example, if a leaf

node x is labeled as ADDRESS (which indicates that x

contains and only contains address information), then rkð�Þ
will return a positive value only when the tagging of the

text only contain labels such as CITY, STREET, and ZIP.
Therefore, evidence from the vision tree node is then

delivered downward to the extended Semi-CRF model via
function rkð�Þ.

Feature function ekð�Þ in the extended HCRF model uses

the segmentation and labeling results of the extended Semi-
CRF model as its input. For example, if the text within a

node is segmented to CITY, STATE, and ZIP, then ekð�Þ will

return a positive value only when the potential label of the
node is ADDRESS. Thus, the evidence from the underlying

text is delivered upward to HCRF via function ekð�Þ.
Such connections are illustrated in Fig. 2 as solid

bidirectional arrow lines marked by rk. Actually, each

bidirectional arrow line represents both rkð�Þ (downward)
and ekð�Þ (upward) between the two models.

5.3.2 Multiple Mentions

In many cases, a named entity has more than one mention

within a webpage. Therefore, it is natural to collect evidence
from all the different mentions of one same named entity to

make a decision on all these occurrences together. The
evidence from all the other mentions of a named entity is

delivered to the vision tree node, where one of the mentions
of the named entity lies via feature function ukð�Þ, when the

extended Semi-CRF model is working.
ukð�Þ can introduce the segmentation and labeling

evidence from other occurrences of the text fragment all

over the current webpage. By referencing the decision Sj�1

all over the text strings in last iteration, ukð�Þ can determine
whether the same text fragment has been labeled as an

ORGANIZATION elsewhere, or whether it has been given a
label other than STREET. By this means, the evidence for a

same named entity is shared among all its occurrences
within the webpage.

The single-arrow dashed lines in Fig. 2 illustrate such

connections. The vision node 1 and vision node 2 both

contain a mention to one named entity “Caffe Amici
Espresso” with label “NAME.”
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5.4 Learning the Parameters

Given the labeling results, the extended HCRF model and
the extended Semi-CRF model are independent. Therefore,
the parameters of the two models can be learned separately.
The two models will not interact during the parameters
inference stage. We will introduce the parameter inference
methods one by one.

5.4.1 The Extended HCRF Model

The parameter learning for the extended HCRF model is
relatively straightforward. In this model, the feature
function set is relatively small. Therefore, it does not need
a large number of labeled samples to train the model.
Usually, hundreds of samples are enough. Though the
potential of the extended HCRF model has an additional
parameter Sj�1 compared with the original HCRF model, it
still can be trained using exactly the same method as the
original HCRF model by simply treating Sj�1 as a part of
the observation of the vision tree. Actually, for the labeled
training webpages, Sj�1 is provided as the labeling result on
all the text strings in the page. Then, the parameter learning
method for the original HCRF model [11] is taken on the
extended observation.

5.4.2 The Extended Semi-CRF Model

The parameter learning for the extended Semi-CRF model is
not as straightforward as the extended HCRF model
described above. The statistical language feature functions
qkð�Þ in the extended Semi-CRF model in (12) are mainly the
statistics of the language elements (unigrams, bigrams, etc.),
whose number is usually several millions. In order to get
reasonable weights for these features, the model should be
trained on a language corpus large enough to avoid bias.
Usually, tens of thousands of sentences are required.
Unfortunately, the labeled webpages for training the
extended HCRF model are usually too limited compared to
such requirements, e.g., there are usually only a few hundred
manually labeled webpages. The number of sentences that
can be used to train qkð�Þ is usually only a few thousand. It is
impossible to learn satisfactory weights for qkð�Þ on such a
limited training set. Meanwhile, the number of features other
than qk in the extended Semi-CRF model is relatively small.
Their weights can be trained rather accurately with only a
few hundred webpages. The unbalanced training sample
requirement can be solved in two ways. One solution is to
label thousands of webpages, and then we can get tens of
thousands of sentences for all the feature functions. It costs
too much in labor resources to label so many webpages. The
other solution is to introduce an auxiliary language corpus
and train the weights of qkð�Þ on it while training the weights
of other features on the hundreds of webpages. Because there
are many existing labeled corpora that are large enough, we
do not need to perform costly labeling on thousands of
webpages. The second solution uses existing resources
elegantly, so we choose this solution to learn the parameters
of the extended Semi-CRF model.

We first train the weights 	k of qkð�Þ on the auxiliary
corpus using the original Semi-CRF model. Details about
the estimation of 	k can be found in [12] and are omitted in
this paper. These weights 	k are then fixed in the extended

Semi-CRF model. Then, the weights of other feature
functions are learned from the labeled webpages. We only
present the parameter estimation for these features. The
logarithmic likelihood function was defined on the training
data set D as follows:

L ¼
X
X

log½pðSjjX;Hj;Sj�1Þ�

¼
X
X

log½�ðSj;X;Hj;Sj�1Þ�
� log½ZðX;Hj;Sj�1Þ�

( )
:

ð14Þ

To simplify the expression, let ckðsji;m�1; s
j
i;m; h

j
i ;X;S

j�1Þ
be the general form of the feature functions and k be the
general representation of the feature weights. Since 	k is
fixed after training on the auxiliary corpus, it is excluded
from the concept of k. Then, the gradient of the logarithmic
likelihood over parameter k is
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The superscripts j and j� 1 should be removed because the
node and text are labeled on the training webpages. The
second item Eð�Þ is the expectation of the feature function ck
under the current model parameters. Then the L-BFGS [29]
gradient search algorithm can be used to find the optima.

5.5 Finding the Optimal Assignment

After obtaining the parameters of the models, we can
process fresh webpages under the WebNLP framework.
The assignments of the vision nodes and the segmentations
of the text should be optimized iteratively, according to the
WebNLP framework described in Section 5.1. Concretely,
the following steps should be repeated until the conver-
gence of the assignments is reached:

. Step 1. The extended Semi-CRF model generates the
segmentation candidates within the text leaf nodes
of the vision tree using only the available natural
language features.

. Step 2. The extended HCRF model infers the optimal
label of the vision nodes based on the text segmenta-
tion and labeling results given by the extended Semi-
CRF model and other visual features.

. Step 3. The extended Semi-CRF model generates the
segmentation candidates within the text leaf node of
the vision tree using the full feature set: the natural
language features, the labeling results from the
extended HCRF model, and the multiple mention
features of the same entities. Go to Step 2, until the
segmentation and labeling results are similar enough
in two adjacent iterations.

Note that we first run the extended Semi-CRF model
with only partial features to understand the text strings
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before running the extended HCRF model. This is because
the language features in the extended Semi-CRF model are
powerful enough to make a reasonable decision, while the
visual features in the extended HCRF model alone cannot
provide accurate assignment.

6 EXPERIMENTS

We have carried out two sets of experiments to illustrate the
effectiveness of the WebNLP framework. The first set of
experiments is based on the Windows Live Local search
service. It focuses on the local business object extraction
from English webpages. The second set of experiments is to
extract named entities from Chinese webpages for a social
network research project. We will describe the experiments
in detail in the following sections.

6.1 Experiments on Local Search Service

The task of this application is to extract local entities within
a webpage for Windows Live Local search. The attributes of
a business entity in this experiment include the business
NAME, STREET, CITY, and STATE. These attributes are
essential to identify a specific business in Windows Live
Local search.

6.1.1 Data Set

The webpages used in this experiment are crawled
according to a business name list. Because it is required
that every webpage should contain all the four attributes to
identify a business entity, we select 456 pages from all
crawled pages satisfying this requirement. An example of
the page used in this experiment has been shown in Fig. 1.
The attributes in these webpages are all manually labeled.
We randomly select 200 pages for training and the
remaining 256 pages are left for testing.

The auxiliary training corpus for the statistical language
features in the extended Semi-CRF model comes from two
sources. The first one is the text in the labeled webpages.
There were 3,030 sentences from this source. The second one
was automatically generated from Microsoft Live search.
We sent queries with quoted company names, which are
randomly selected from yellow pages data, to Live search
engine. Then, we filtered the returned snippets to select the
sentences containing the company name. In this way, we
could conveniently get a large amount of accurate labeled
data quickly. We picked 30,000 sentences from this source.

6.1.2 Methods and Evaluation Metrics

We compared four different algorithms in this experiment.
They are BHS, NHS, MHS, and WebNLP.

The first algorithm is the original HCRF and extended
Semi-CRF framework. We name it the Basic HCRF and
extended Semi-CRF (BHS) algorithm. It is the algorithm
described in [11].

The second algorithm is similar to the BHS algorithm.
The only difference from BHS is that it adds the natural
language features directly into the extended Semi-CRF
model. We name it the Natural language HCRF and
extended Semi-CRF (NHS) algorithm. The extended Semi-
CRF model in the NHS algorithm is trained using both the
text nodes from the labeled webpages and the corpus data.

The superlabels of all sentences from the Live search are set
as NAME because we only queried the NAME. The rest of
this algorithm is identical to the BHS algorithm.

The third algorithm is based on the NHS algorithm. It
further adds global multiple mentions feature functions to
the HCRF model. We name this algorithm Multiple
mentions HCRF and extended Semi-CRF (MHS). These
feature functions are all for the business NAME attribute.
The summaries of the features at other mentions of the same
business NAME candidate are used as feature functions for
the current mention. It is some kind of feature sharing. An
example of the multiple mention features is as follows:

ukðsm�1; sm;XÞ

¼ 1;

if sm:y ¼ NAME

and sm satisfies more than two functions

as NAME in other sentences in X;

0; otherwise:

8>>><
>>>:

ð16Þ

The constraint of the minimum number of functions
limitation in this example is used to avoid noise. The rest
of the MHS algorithm is identical to the NHS algorithm.

The last one is the WebNLP framework. The feature
functions used in the extended HCRF model are similar to
BHS. Examples of the three types of feature functions on the
ith sentence xi in the extended Semi-CRF model are given
below.

Because the functions qkð�Þ are statistical language
features, we can only give a simple illustrative example as
follows:

qk
�
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j
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�
¼ ‘‘at’’
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�
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j
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��
;

0; otherwise:

8>>>>>>><
>>>>>>>:

ð17Þ

It means that if all the words within a substring begin with
capital letters and the word exactly before it is “at,” then the
substring is possible to be marked as NAME and the word
“at” is possible to be marked as NOTE.

The function rkð�Þ is used to guide the decision of the
segmentation by the label of the leaf node, i.e., the decision
of the HCRF on the vision tree:

rk
�
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j
i;m; h

j
i ; xi

�

¼ 1;

if hji ¼ ADDRESS

and sji;m�1:y ¼ CITY

and sji;m:y ¼ STATE

and xi
�
sji;m�1:�; s

j
i;m�1:�

�
is a valid city

and xi
�
sji;m:�; s

j
i;m:�

�
is a valid state;

0; otherwise:

8>>>>>>>>>><
>>>>>>>>>>:

ð18Þ

It means that if the node is labeled as ADDRESS block and a
segment is a valid state in the gazetteer and its preceding
segment is a valid city, then the segment is possible to be
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marked as STATE and the preceding segment is possible to
be marked as CITY.

The function ukð�Þ is used to collect the evidence from the
other occurrences of the current segmentation fragment:

uk
�
sji;m�1; s

j
i;m;X;S

j�1
�

¼ 1;

if 9s1 2 Sj�1 and s2 2 Sj�1

and s1:y ¼ s2:y ¼ sji;m:y ¼ NAME

and strings in s1; s2 and sji;m are identical;

0; otherwise:

8>>>><
>>>>:

ð19Þ

The evaluation of the algorithms is based on the
performance of all the attributes. For each attribute, the
standard Precision, Recall, and F1 measure are evaluated.
We also evaluate the P/R/F1 of the local business as a
whole, i.e., all the four attributes of the local business
should be correctly extracted.

6.1.3 Results and Discussions

The object extraction results, as well as the attributes
extraction results, of different algorithms are reported in
Table 1. We can see that the P/R/F1 of all the attributes and
the object of the proposed WebNLP framework are the
highest among the four algorithms. An interesting result in
Table 1 is that the precision of the attributes CITY and
STATE of all these algorithms is 100 percent. We checked
the value of the features related to CITY and STATE, and
found out that the 100 percent precision is because the
validation features from the gazetteer are quite strong, i.e.,
all erroneous extractions of the city and state are filtered by
the gazetteer-based features. We also analyzed the con-
tribution of different components of the framework. It
shows that all components of the WebMLP framework
contribute to its good performance.

The contribution of the statistical language features can
be seen from the comparison of the NHS algorithm and the
BHS algorithm. The statistical language features in the
NHS algorithm help to improve the precision of the
business NAME and STREET because the two attributes
may not be easy to segment precisely without some
statistical language evidence. The NLP features provide

accurate segmentation suggestions for the extended Semi-
CRF model. Though the recall of some attributes becomes
low, it can be amended by future components added to the
framework. We have to admit that the comparison between
NHS and BHS is a bit unfair because NHS used an
additional corpus that was not seen by BHS. However, it is
a practical strategy to incorporate as many resources as
possible, as long as these resources are easy to obtain and
the algorithm can handle them. For the HNS algorithm, the
additional corpus is easy to obtain and it can handle it
without too much effort.

The contribution of the multiple mention features is
reflected by the difference between the MHS algorithm and
the NHS algorithm. The multiple mention features helped
the MHS algorithm to increase both the precision and recall
of the business NAME compared with the NHS algorithm.
However, we can see that the improvement is limited. It
proves that the simple feature sharing mechanism could not
fully utilize the information.

The WebNLP framework gets the best numbers on all
attributes and the object as a whole. It amends the decrease
of the recall of CITY and STATE by reusing part of the
Semi-CRF model in BHS. The iterative labeling procedure
greatly improved the recall of the business NAME. In our
experiment, we found out that two iterations were enough
to make the labeling procedure converged. Therefore, the
process of the WebNLP algorithm in this experiment was
Semi-CRF! HCRF! Semi-CRF! HCRF! Semi-CRF.

We can also conclude from Table 1 that the object
extraction benefits from the improvement of the attribute
extraction, i.e., the extended Semi-CRF model helps the
extended HCRF model to make a better decision on the
object block extraction. Essentially, the object is described
by its associated attributes. The more accurate the attribute
extraction is, the more accurate the object extraction is.

6.2 Experiments on Chinese Named Entity
Extraction

Now we introduce our experiments on the Chinese named
entity extraction, which is motivated by our application on
building a social network among persons and organizations
by extracting their relationship from crawled webpages.
Therefore, in this experiment, we focus on the two most
important named entities, i.e., the PERSON name and
ORGINIZATION name.

6.2.1 Data Set

The webpages used in the experiments are crawled
automatically from news sites and organization Websites.
In order to better show the effectiveness of the proposed
framework, we only selected some webpages containing
multiple mentions of the same entity. These pages include
news pages, biography, and personal homepages. We
randomly sampled 33 pages for training and 100 pages
for testing.

Similar to the experiment on business object extraction,
we also train the statistical language features of WebNLP
on a large auxiliary corpus. We use the MSRA Chinese
named entity corpus containing 23,182 Chinese sentences
for training.
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Comparison of the Extraction Results on the NAME (N),
STREET (A), CITY (C), STATE (S), and OBJECT (O)

of Different Algorithms



6.2.2 Methods and Evaluation Metrics

In this experiment, we only compared the results from the
traditional named entity recognition algorithm and WebNLP
because the gazetteer features in Chinese language are
usually too long, e.g., many organization names have more
than 10 characters. If we use the Semi-CRF model, the search
space will be too large. Therefore, we use the CRF model
instead. We use the name NLP to refer to the CRF model used
for the Chinese named entity extraction proposed in [25]. The
extension for the CRF model in the WebNLP framework is
analogous to the extension for the Semi-CRF model
introduced in Section 4.3. The CRF model is also trained on
the MSRA Chinese named entity corpus.

Chinese is a character-based language. A named entity in
Chinese is a segment of characters with no delimiter at
either end. Therefore, NER in Chinese is often modeled as a
character labeling problem. We used seven different labels
in the extended CRF model. For both PERSON and
ORGANIZATION, three labels were used to represent the
first character, the last character, and the remaining
character of the entity, respectively. One label was used to
represent the nonentity character.

The statistical language features we used included
Boolean value feature functions and real-value feature
functions. Boolean value feature functions include unigram
features, bigram features, and type features. Real-value
features include character statistics numbers from an
external entity list.

Similar to the experiment on English local entity
extraction, the evaluation criteria in this experiment are
also the standard Precision, Recall, and F1 measure.

6.2.3 Results and Discussions

The extraction results of different algorithms are reported
in Table 2. We can see that the proposed WebNLP
framework improved both the precision and the recall of
the Chinese NER task. Especially, it increased the recall
significantly. For example, for PERSON, the recall of the
NLP was only 54.4 percent, but the recall of the WebNLP
was 79.0 percent, which was increased by nearly 50 percent
compared to NLP. In total, the WebNLP framework
increased the recall of the two types of Chinese Named
Entities from 55.8 to 76.8 percent, and increased the
F1 measure from 62.1 to 74.5 percent.

Since the grammar of the Chinese language is very
flexible, the NER model trained on the Chinese language
corpus always suffers from the flexibility of the language
when working on the text from webpages, where many text
strings are irregular. Fortunately, the decision on irregular
text can be reinforced by those on regular text, e.g., the

content of the news story and the formal introduction to an

organization. The WebNLP framework enables such re-

inforcement by connecting the multiple mentions of the

same entity in the extended CRF model. The experimental

results proved its efficiency.

7 CONCLUSIONS

Webpage understanding plays an important role in Web
search and mining. It contains two main tasks, i.e., page
structure understanding and natural language understand-
ing. However, little work has been done toward an
integrated statistical model for understanding webpage
structures and processing natural language sentences with-
in the HTML elements.

In this paper, we introduced the WebNLP framework for

webpage understanding. It enables bidirectional integration

of page structure understanding and natural language

understanding. Specifically, the WebNLP framework is

composed of two models, i.e., the extended HCRF model

for structure understanding and the extended Semi-CRF

model for text understanding. The performance of both

models can be boosted in the iterative optimization proce-

dure. The auxiliary corpus is introduced to train the

statistical language features in the extended Semi-CRF

model for text understanding, and the multiple occurrence

features are also used in the extended Semi-CRF model by

adding the decision of the model in last iteration. Therefore,

the extended Semi-CRF model is improved by using both the

label of the vision nodes assigned by the HCRF model and

the text segmentation and labeling results, given by the

extended Semi-CRF model itself in last iteration as additional

input parameters in some feature functions; the extended

HCRF model benefits from the extended Semi-CRF model

via using the segmentation and labeling results of the text

strings explicitly in the feature functions. The WebNLP

framework closes the loop in webpage understanding for the

first time. The experimental results show that the WebNLP

framework performs significantly better than the state-of-

the-art algorithms on English local entity extraction and

Chinese named entity extraction on webpages.
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