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Tracking multiple objects through occlusion with online sampling and
position estimation
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Abstract

To track multiple objects through occlusion, either depth information of the scene or prior models of the objects such as spatial models
and smooth/predictable motion models are usually assumed before tracking. When these assumptions are unreasonable, the tracker may fail.
To overcome this limitation, we propose a novel online sample based framework, inspired by the fact that the corresponding local parts of
objects in sequential frames are always similar in the local color and texture features and spatial features relative to the centers of objects.
Experimental results illustrate that the proposed approach works robustly under difficult and complex conditions.
� 2008 Elsevier Ltd. All rights reserved.
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1. Introduction

In video surveillance systems, accurate and real-time mul-
tiple objects tracking will greatly improve the performance
of objects recognition, activity analysis and high level event
understanding [1–5]. Segmentation and tracking multiple ob-
jects is important not only for visual surveillance, but also for
other video analysis applications such as video indexing, video
archival and retrieval systems [6]. Many video surveillance sys-
tems are required to keep tracking multiple objects (persons
and vehicles) as they pass through the scene even when they
are occluded by or interacting with other moving objects in the
scene. In these cases, it is quite possible for the trackers to miss
the objects. For real applications, it is even more important to
track multiple objects when they are interacting than when they
are isolated [6]. Multiple objects tracking, especially tracking
and segmentation of multiple objects with occlusion, is a chal-
lenging problem for the current research.

Many researches aim to handle the problem of tracking
multiple objects with occlusion. Such approaches for tracking
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with/without occlusion often assume that the objects are mov-
ing smoothly, and then the filter based models are widely used
for predicting the position of objects during occlusion. But in
actual scenes, objects may move irregularly. Then the false
prediction of position may cause tracking error and the accu-
mulation of error may even make the tracking failure [7,8].
Feature correspondences between sequential frames are also
widely used in tracking systems. Some tracking approaches are
based on the objects’ global features, such as size, color, shape,
velocity and center of mass. These approaches can hardly solve
the problem of tracking multiple objects through occlusion.
Some other approaches rely on the detection of local parts of
moving objects, for example, the corners of the cars. These
approaches can partially solve the problem of tracking through
occlusion. But it is a difficult problem to decide which object
each part belongs to [9]. Some tracking approaches are based
on the parametric spatial models of the objects [10–14], and
can track objects with partial occlusion. But those approaches
rely on the prior parametric spatial models of objects and the
computational cost of parameter estimation is usually high for
iteration. If the objects are not the supposed kind or the poses
of the objects do not meet the supposed pose (upright pose),
the tracking will fail. In these approaches, in order to track
multiple objects through occlusion, a lot of prior information is
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assumed known, such as the ground plane constraint [15–17],
the kind of objects (to build the 2D or 3D special model before
tracking) [10–14], certain pose (upright pose) [14] or objects’
smooth motion models [10,11,15,18–21].

Recently, appearance model based tracking approaches have
drawn more and more attention.

Appearance model based tracking is popular for region track-
ing. Jepson et al. [22] presented a Gaussian mixture model for
motion based tracking, combining the stable region structure
with two-frame information and an outlier model. Nguyen et al.
[23] proposed a method for tracking a region based on appear-
ance rather than geometry, and assumed that all the object points
have similar motion. These region tracking methods based on
appearance model rely on the smooth motion assumption, and
will fail in most situations in which the object becomes entirely
occluded for a long time.

Appearance models are also very useful to object modeling
for multiple objects tracking. Wren et al. [24] represented a per-
son as a set of blobs representing the major parts of the body as
the torso, bottom and head, which was used to track single per-
son in the scene. Elgammal and Davis [6] used a similar model
to deal with the problem of tracking multiple persons through
occlusion. A person in an upright pose was modeled as a set
of vertically aligned blobs, and then each pixel of foreground
region was classified using the maximum likelihood classifica-
tion. This approach does not rely on the ground plane constraint
and can learn the persons’ appearance information before oc-
clusion to classify the persons’ region through occlusion. But
the approach in Ref. [6] relies on the assumptions of upright
pose and slight position changes between consecutive frames,
which may not be reasonable in real cases. When we are not
sure of the kinds of objects before tracking, the approaches
above are unsuitable. Furthermore, the method in Ref. [6] has
a heavy computational cost. To reduce this cost, Hu et al. [25]
made some simplification, but the method still relies on the
prior person spatial model and upright pose assumption.

In this paper, a novel online sampling based approach is pre-
sented to solve the problem of segmentation and tracking mul-
tiple objects through occlusion for static cameras without the
constraints of object’s kind, pose, smooth motion and ground
plane. The new approach performs online extraction of the train-
ing samples from the objects’ isolated regions before occlusion.
And the new approach trains online to classify the samples
extracted from the foreground region in the following frames
through occlusion.

Our approach is inspired by the observation that, for local
parts of one object in current frame, there always exist corre-
sponding local parts with similar texture feature and spatial fea-
ture relative to the center of the object in consecutive frames,
as illustrated by the blue and green local parts in Fig. 1. Due
to deformation, some corresponding local parts with similar
texture feature may have some difference in spatial feature or
may become invisible in some frames, like the blue part. For
this type of local parts, it is possible to find some local parts in
some previous frames with the similar texture and relative spa-
tial features. For other type of local parts in current frame, the
corresponding local parts with similar texture feature in pre-

vious frames are very stable in spatial feature relative to the
center of object, like the green part in Fig. 1. These parts are
considered as spatial distinguishing parts, which can be used to
estimate the position of the center of object in current frame.

Contrast to the approaches mentioned above (e.g. Ref. [6]),
the new approach has the following characteristics:

• Block sample based instantaneous object representation: The
objects’ local parts are extracted by window shifting to get
the samples. Each sample is described by the local color and
texture features and relative spatial features to the objects’
centers. Then the instantaneous spatial features of the objects
are presented without the prior fixed spatial models of the
objects. In Ref. [6], all the pixels in one blob are assumed
to have the same color density and the blob spatial models
are fixed before occlusion. The representation in Ref. [6] did
not consider the differences between pixels caused by local
texture and spatial location relative to the objects’ centers.

• Online learning and classification scheme: The segmentation
problem of the foreground region through occlusion is trans-
ferred to the online classification problem of the testing sam-
ples extracted from the foreground region. Training samples
are extracted from the instantaneous objects’ regions in pre-
vious frames before occlusion, and the foreground regions
through occlusion in following frames must be classified into
multiple objects. So, the number of training samples is quite
small and the training and classification process must be ac-
complished very quickly. Since the samples extracted from
different parts of an object have the same labels, the special
online classification scheme based on nearest neighborhood
classification is proposed to solve this problem effectively
and quickly.

Based on the above characteristics, the proposed approach has
the following advantages:

• To distinguish similar objects better, the appearance based
object model is improved by adding the texture features and
instantaneous spatial features relative to the center of object.

• By extracting instantaneous spatial features rather than fixed
prior spatial models, different kinds of objects can be simulta-
neously tracked efficiently. Previous model based approaches
usually supposed the kind of tracking objects and built a para-
metric prior spatial model. These models are not fit for other
kinds of objects, and are easy to make mistakes when the
person is not in the supposed pose.

• It can deal with the cases of frame skipping or unsmooth po-
sition changing between consecutive frames. In reality, the
position of the same object in consecutive frame may change
unsmoothly, because of frame skipping by limited net trans-
mission or large pose changing. To get the exact position
of origin, many traditional approaches assume that there are
only slight or smooth position changes between consecutive
frames. Some approaches use the position of previous frame
to replace the position of current frame with the assumption
of position changing slightly. Some other approaches predict
the position with special filter models with the assumption of
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Fig. 1. For local part of one object, two types of similarities of the texture feature and spatial feature relative to the center of the object in consecutive frame.

position changing smoothly. When the slight/smooth move-
ment assumption is unreasonable, the approach may fail. Our
approach can estimate the center of objects robustly through
occlusion without these assumptions. So, our approach can be
combined with the traditional methods to reduce the tracking
error caused by position mis-estimation.

The paper is organized as follows. In Section 2 we explain our
approach in detail. In Section 2.1, the proposed framework is
introduced. From Sections 2.2 to 2.8, we describe respectively
the steps of occlusion judgment, sample extraction, online up-
dating training samples, online learning, objects’ centers esti-
mation, label classification and post-processing. In Section 3,
experiments are carried out and the results demonstrate the fa-
vorable performance. The paper concludes in Section 4.

2. Method description

2.1. System framework

In some complex cases, the ground plane is invisible, or
the prior spatial model or motion model is not known before
tracking. So, we cannot rely on the related assumptions to track
multiple objects through occlusion. We represent a novel online
sample based approach to deal with this problem using the
local color and texture features and relative spatial features
from several frames before occlusion. The system flowchart is
shown in Fig. 2. The processing steps are explained briefly in
the following.

When one frame comes, the foreground regions correspond-
ing to multiple objects can be extracted using a background
subtraction algorithm [24]. With the dilation/erosion operators,
the fragments of one object can be connected and the noises are
eliminated. Some parts of objects which are similar to the back-
ground may be missed, but these can hardly affect the results
of tracking through occlusion. Before occlusion occurs, many
methods can track multiple objects well. The tracking results
of the objects before occlusion are used for online updating the
training samples of these objects. The tracking system needs the
occlusion judgment module to judge if occlusion occurs. When
the foreground regions corresponding to multiple isolated ob-
jects are merged into one foreground, occlusion is considered
to occur. The problem we need to solve is to correctly segment
the foreground region into multiple objects through occlusion.

In this paper, we try to use the online sample based classi-
fication approach to solve the problem of tracking through oc-
clusion. The region information of multiple objects is known

Fig. 2. The system’s flowchart of the tracking process.

before occlusion. By block sampling, the instantaneous local
color and texture features and the instantaneous relative spatial
features of these regions are extracted to form the training sam-
ples with labels. The foreground regions in following frames
must be classified into multiple objects. Here we face two dif-
ficulties: The first one is that the number of training samples
for learning is rather small. The second one is that the classi-
fication approach must be fast and effective to meet the online
classification requirement. Traditional sample based classifica-
tion framework can hardly deal with this problem.

Considering that the local features of objects are still visi-
ble during occlusion, also that the local textures of the same
object between consecutive frames are similar (even when the
objects have greatly global deformation), the new approach ex-
tracts the labeled training samples by block sampling from the
foreground regions of objects in several frames before occlu-
sion. The samples are significantly different from the traditional
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sample based classification approach, as all the samples of one
object have the same label, though they may represent different
parts of the object (for example, one sample represents head,
the other represents feet). Also, the samples are special in the
sense that samples of different objects have the different labels,
though they may represent the same parts of different objects
(for example, they represent the face part of different objects).

When occlusion occurs, the training samples are online ex-
tracted from the labeled foreground regions of several previ-
ous frames before occlusion. Obviously, the number of training
samples will be very small. Considering the sparsity and the
speciality of the training samples, an appropriate online classi-
fication method is needed. For our system, K nearest neighbor-
hood classification is used to classify the sample blocks from the
foreground region corresponding to multiple objects of current
frames. In order to use relative spatial features without smooth
motion assumption, we use first-stage classifier to estimate the
position of the centers of objects more accurately. With the es-
timated centers of objects of current frame, the second-stage
classifier is obtained with the relative spatial features and the
local color and texture features.

Then, with post-processing to the classification results, the
foreground regions are segmented into multiple objects. When
the foreground region corresponding to multiple objects is split
into multiple regions, occlusion is considered to end.

By block-sampling the objects’ regions and novel position
estimation, the new approach can track multiple objects through
occlusion, even with severe deformation, large pose changes
and unsmooth motion. Obviously, the new approach can com-
bine with other approaches (if reasonable) to get more accu-
rate segmentation and tracking results. The detailed steps are
explained in the following.

2.2. Occlusion judgment

Many tracking algorithms can judge the beginning and the
end of occlusion, for example, the bounding box distance mea-
sure [12] or the connected component method [26]. In this
paper, with the results of background subtraction, multiple con-
nected foreground component can be obtained after removing
small components. The correspondence between the tracks in
previous frames and the foreground regions in current frames
are obtained by judging the shortest Euclidean distance between
them. To handle the merging and splitting of multiple regions,
several rules are used as follows.

• If two or more tracks in previous frame correspond to one
foreground region in current frame, multiple regions are con-
sidered to be merged, and the occlusion is considered to oc-
cur.

• If occlusion was not considered to occur in previous frame,
and a single track in previous frame corresponds to two or
more foreground regions in current frame, all these regions
are processed as one object, and these foreground regions are
considered as fragments. The regions should be separated into
two or more objects and a new track should be created only
if none of foreground regions corresponds to the track.

• If occlusion was considered to occur in previous frame, and
multiple tracks in previous frames correspond to more than
one foreground regions in current frame, all these foreground
regions are processed with proposed method for segmentation
through occlusion. The occlusion is regarded to end until the
label results of pixels are uniform within each foreground
region and different from other regions.

2.3. Extracting training/testing samples

For sample based classification, the first thing to be consid-
ered is how to get the training samples. We assume that before
occlusion, the isolated objects are tracked well, and the fore-
ground regions are all labeled correctly. The objects’ regions
in n frames before occlusion are kept and divided into many
blocks as training samples. The sample blocks are obtained us-
ing certain size square window shifting on the foreground re-
gion horizontally and vertically. If the area of foreground re-
gion in the window is smaller than 50% of the area of the win-
dow, the sample will be thrown away. To obtain no less than
100 samples for each object, the width of window L and the
number of frames n are confirmed according to the objects re-
gion in the scene. The width of the window is between 15 and
25 pixels in experiments, and the frame number n is between 5
and 15 frames (3 frames at least). The window width is L pix-
els, and the shift step is set to be L/2 pixels. If no larger than
10 samples can be extracted from the smallest object region in
one frame, the window width L will be decreased and the frame
number n will be increased. Sometimes there is great disparity
in area between the objects under tracking. If the number of
pixels of the smallest region among the multiple objects is set
to S, the window width L will be adaptive as according to the
equation as follows:

L =
{√

S/5 if
√

S/5 < 15,

15 if 15�
√

S/5 < 25,

25 if 25�
√

S/5.

For example, if a person is much smaller than a car as shown
in Fig. 3(a) (from the dataset1 (CAM 1) for PETS’2001 [27]),
where the window width is 15 pixels. The region of the smallest
object (people) can only be divided into less than 10 blocks,
then the number of the frame n should be larger (n > 10) for
person. While for the big object (vehicle), there are almost 100
blocks in one frame, as shown in Fig. 3(b). It is enough for n

to be 3 for vehicle.
As a result, for each object there are over 100 sample blocks,

which are used as the training samples of supervised learning.
If the width of the sample window is L, the number of pixels
for each sample is p = L × L. We transform the p pixels as
a vector Vtrain = [V1, . . . , Vp] to describe the local color and
texture features of the sample, and the spatial distance from
the center point of the block to the center of the object region
is �D = [ �Dx, �Dy] to describe the relative spatial features of the
sample.

For a current frame through occlusion, the testing samples
can also be extracted with the same window width and sift step.
The local color and texture features of the testing samples can
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Fig. 3. (a) One frame of a person who is going to pass by a car. (b) The sampling results. Top: Templates of the isolated person regions for frame 540 to
frame 552. Middle: Samples of person for frame 540 to frame 552. Bottom: Samples of car for frame 550 to frame 552.

also be transformed as a vector Vtest =[V1, . . . , Vp]. Since the
positions of the centers of multiple objects are unknown, we
can only obtain the absolute position of the center of the ith
block denoted as �Pi .

We consider all the sample blocks of two objects as training
samples, without considering the difference of the blocks la-
beled as the same objects. This is different from the traditional
training sample. For the two blocks belonging to the same ob-
ject, even if one is from the head and the other is from the
leg, the labels of the two blocks are the same. With these la-
beled training samples many supervised learning methods can
be used to produce a set of classifiers.

2.4. Online updating training samples

Before occlusion, the objects’ tracking results of nearest pre-
vious m frames are stored (m is 20 in our system). These re-
sults can be obtained from other tracking approaches without
occlusion. If occlusion does not occur in current frame, the
foreground regions of the objects are saved, and that of oldest
previous frame are thrown away. The foreground regions are
online updated frame by frame. When occlusion occurs, the
training samples are extracted from the n nearest frames be-
fore occlusion. Then, classifiers are learned from these online
training samples. Note that only hundreds of training samples
from previous frames are used to train classifiers. So, the com-
putational cost of this online sample based classifier training
approach is not high.

2.5. Learning method

Though the global shape and appearance of one object may
change greatly in consecutive frames due to deformation or
occlusion, there is still large similarity in local color and tex-
ture features and relative spatial features between testing sam-
ples and training samples after dividing the global of object to
small blocks. Due to the limited online training samples, the
time requirement of online classification and the particularity
of the samples, the K nearest neighborhood method is used in
our system. Firstly, local color and texture features are used for
first-stage classifier to select some distinguishing center points
of the samples. Using spatial features of these points and their
corresponding similar testing samples, the positions of the cen-

Fig. 4. One training sample’s instantaneous spatial feature.

ters of the objects are estimated. Secondly, with the estimated
centers’ positions, the local color and texture features and the
relative spatial features are used to classify the testing samples
more accurately. From the experimental results, we can see the
K nearest neighborhood method can get good result in com-
plex cases.

2.6. Estimating objects’ centers

In order to get the relative spatial features of these testing
samples, the centers of multiple objects in current frame need
to be estimated correctly. Considering the possibility of large
changes of positions between consecutive frames, traditional
position estimation methods based on motion smoothness may
fail. A new method based on the similarity of local color and
texture features is presented to estimate the centers of multiple
objects through occlusion without the assumption of smooth
motion.

Before estimation, we explain some variables. The distance
from ith point to the center of the class j region is denoted as
�Dij . We name the coordinate of one point relative to the top-

left corner of the frame as the absolute coordinate of the point.
Then, the absolute coordinate of the ith point is denoted as
�Pi . The absolute coordinate of the center of the class j region

which the ith point belongs to is denoted as �Oj . Obviously,
�Pi = �Oj + �Dij , as shown in Fig. 4.



2452 L. Zhu et al. / Pattern Recognition 41 (2008) 2447–2460

Fig. 5. Left: The label result in frame 34 after first-stage classification. Right: The selected points in frame 34.

When the current frame comes (here we consider only two
objects), if the occlusion is considered to occur by occlusion
judgment module, the foreground region corresponding to two
objects is divided into sample blocks using the forenamed sam-
ple extracting method. For all the center points of training sam-
ples in previous frames, �Pi and �Oj are known. So, �Dij= �Pi− �Oj .
For current frame, in order to estimate �Oj , �Pi and �Dij must be
obtained for the center points of testing samples. The details of
this procedure are given as follows.

Firstly, we get some points from the foreground region
corresponding to multiple objects in current frame. There are
many methods to define the points. Here, the center points
of each sample blocks using the forenamed sample method
are used to select out some spatial distinguishing points. The
features of each point in current frame obtained are the local
color and texture features of the sample block as vector Vtest =
[T1, . . . , Tp], and the absolute positions of the ith point as
vector �Pi .

Secondly, for each point, similar center points from all the
center points of training samples are found only using the lo-
cal color and texture features with K nearest neighborhood
classification method. This is named first-stage classification.
The similarity measurement function for first-stage K nearest
neighborhood classifier is f1 = ‖(Vtrain − Vtest )‖.

To explain more clearly, we simplify the number of kinds to
two (with the label L1 and L2) and use K = 3 nearest neigh-
borhood classifier. For the ith point of current frame, according
to the distance defined by f1, the nearest three center points of
training samples are i1, i2, i3. Among these three points, the
number of points belonging to label L1 is Ni1, the number of
points belonging to label L2 is Ni2. All the points are classified
to get the membership that describes how much the ith point
belongs to each class, denoted as Ai . Ai = {(ai1, ai2)|ai1 +
ai2 =1, ai1 >=0, ai2 >=0}, where aij is the probability of the
ith point belonging to the class j . If using the K = 3 nearest
neighborhood classifier, aij ∈ {0, 0.333, 0.666, 1}·ai1 =Ni1/3,
ai2 = Ni2/3, Ni1 + Ni2 = 3. If Ai = (1, 0), the ith point is la-
beled class 1 and it is filled by blue; if Ai = (0, 1), the point is
labeled class 2 and it is filled by green. If Ai = (0.333, 0.666)

or Ai = (0.666, 0.333), the label of the point cannot be judged.
We fill the point by red. The label result is shown in the left of
Fig. 5.

Fig. 6. Relative spatial information for the ith point.

Thirdly, the spatial distinguishing points are selected from
the results of first-stage classifier. We suppose that the ith point
in current frame is labeled class j in the above step. The corre-
sponding three nearest neighborhood center points of training
samples belonging to class j are the i1th, i2th, i3th points, with
the relative distance from these points to the region center of
the class j �Di1j , �Di2j and �Di3j in previous frames. If the three
distance vectors �Di1j , �Di2j and �Di3j are quite consistent, the
ith point in current frame is considered more stable in space.
So, the ith point in current frame is selected as spatial distin-
guishing point; else, it is discarded away. The remaining points
are shown in the right of Fig. 5.

Fourthly, the centers of each objects in current frame are
estimated with the remained points in above steps.

For the ith point in current frame, we can estimate the relative
distance of the ith point to the unknown region center of the
class j , D̂ij = ( �Di1j + �Di2j + �Di3j )/3. Then, for the ith testing
sample labeled class j , the coordinates of region center of class
j in current frame can be estimated by Ôij = �Pi −D̂ij , as shown
in Fig. 6.

For all the points judged to class j in the current frame, we
can average the Ôij to get the absolute coordinate of region
center of class j in current frame Ôj .

Ôj =
∑N

i=1aij Ôij∑N
i=1aij

for aij ∈ {0, 1}.

Also, we can get the coordinate of region centers for other
classes. The results of estimated centers are shown in Fig. 7.
Though the estimated centers may still have some difference
from the real centers’ position, the experimental results are
shown that if the error of the centers’ estimated position is in
some range, the influence to the final labeling error is small.
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Fig. 7. The estimated centers of objects through occlusion.

Fig. 8. (a) One frame of a person who is going to pass by a car (frame 540). (b) The sampling results. Top: Templates of the isolated person regions for
frame 540 to frame 552. Middle: Samples of person for frame 540 to frame 552. Bottom: Samples of car for frame 550 to frame 552. (c) The first-stage
classification result of frame 559. (d) The selected first-stage classification result of frame 559. (e) The estimated coordinates of center of every object. (f)
The second-stage classification results of frame 559. (g) The pixel label results of frame 559. (h) The tracking result of frame 559 with labeled bounding box.

2.7. Label classification

With the estimated positions Ôj of region center for every
class j , we can calculate the relative distance of ith testing
sample’s center to the estimated position of class j region center
for ith point, D̂ij = �Pi − Ôj .

For the second-stage classification, with the estimated po-
sitions of the centers, we train the classifiers again with the
local color and texture information and the relative spatial in-
formation. The similarity measurement function for K near-
est neighborhood classifier is f2 = ‖(Vtrain − Vtest )‖ + W ∗
‖(Dtrain − Dtest )‖. All the testing sample blocks are classified
to get the membership that describes how much the sample be-
longs to each class, denoted as B. If the number of kinds is 2,
for the ith testing sample, then Bi = {(bi1, bi2)|bi1 + bi2 = 1,

bi1 > = 0, bi2 > = 0}, where bij is the probability of the ith
testing sample belonging to the class j . If using the K = 3
nearest neighborhood classifier, bij ∈ {0, 0.333, 0.666, 1}. If
Bi = (1, 0), the sample is judged as belonging to class 1 and its
center point is filled by blue; if Bi =(0, 1), the sample is judged
as belonging to class 2 and its center point is filled by green.
If Bi = (0.333, 0.666) or Bi = (0.666, 0.333), the label of the
sample cannot be judged. We fill the center of this sample by
red.

2.8. Post-processing

After classifying, labels of some blocks are not determined.
According to the label results of the neighborhood blocks, we
reconsider the labels of these blocks. If the number of blue
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Fig. 9. The first is one frame before occlusion. The others are sample label results for key frames. Left: The estimated centers of the objects. Middle: The
foreground region segmenting result. Right: The estimated centers of objects and the final tracking result. The frame numbers from the second row to the third
row are respectively 364, 370, 376, 385.

Fig. 10. Experimental results: The frame numbers from the left to the right are respectively 553, 563, 573, 582. The color points are estimated positions of
centers of objects.
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Fig. 11. Experimental results: The frame numbers from the left to the right are respectively 50, 80, 98, 112.

Fig. 12. Experimental results: The frame numbers from the left to the right are respectively 121, 252, 277, 304, 309.

Fig. 13. Comparison results. Left column: The original image. The two columns in the middle: The results using the method of Elgammal and Davis [6]. The
two columns in the right: The results using our new approach. (The frame numbers from the top to the bottom are respectively 27, 28, 29, 30, 31.)

points or green points in its 8 neighborhood is larger than the
number of other color points of all the valid neighborhood
points, the block is relabeled to that label. On the other hand,
for green points and blue points, if the point is different from
the points around it, its color will be relabeled to make the la-
bels more smooth. At last, with the block label results, the fore-
ground region is filled in pixels. With this result, we can make
many judgments, for example occlusion depth order, occlusion
degree and the correspondence relations of foreground.

In Fig. 8, the result of every step of our framework is shown.
(a) Shows one frame of a person who is going to pass by a car
(frame 540). (b) Shows the sampling results. Top: Templates of
the isolated person regions for frame 540 to frame 552. Mid-

dle: Samples of person for frame 540 to frame 552. Bottom:
Samples of car for frame 550 to frame 552. (c) Shows the first-
stage classification result of frame 559. (d) Shows the selected
first-stage classification result of frame 559. (e) Shows the es-
timated coordinates of center of every object. (f) Shows the
second-stage classification results of frame 559. (g) Shows the
pixel label results of frame 559. (h) Shows the tracking result
of frame 559 with labeled bounding box.

3. Experimental results

To validate the effectiveness of our new approach in complex
cases, we select experimental data from some typical cases.
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Fig. 14. Comparison results. Left column: The original image. The two columns in the middle: The results using the method of Elgammal and Davis [6]. The
two columns in the right: The results using our new approach. (The frame numbers from the top to the bottom are respectively 34, 36, 38, 40, 42.)

They all show the tracking results of multiple objects through
occlusion. Some data are got from the PETS datasets [27],
while some others are typical data captured by ourselves. Out
of these, four are outdoor data, while two are indoor data.
Some of the data are gray images, whereas others are color
images for comparison with other method. The labeling results
of foreground regions are represented by points of different
colors.

The tracking results of two persons’ occlusion are shown in
Fig. 9. With the similarity of the local texture between consec-
utive frames, our approach can track two persons successfully.
The occlusion occurs between frame 364 and frame 385.

Experimental results show that our approach can track si-
multaneously different kinds (unknown) of objects. Fig. 10 il-
lustrates key frames where a person and a vehicle are moving
through severe occlusion. The data are obtained from PETS
datasets [27]. The occlusion occurs between frame 552 and
frame 587. Obviously, prior model based people tracking algo-
rithm [6] may be unsuitable.

In some cases, the position changes of the moving objects
between consecutive frames are irregular because of the veloc-
ities of objects are irregular or the frames are skipped. Thus the
position prediction based tracking approach may cause error
through occlusion. Experiments show that our approach can sta-
bly track objects with large frame skipping. The new approach
can also track objects through occlusion even if the ground is
invisible. Fig. 11 illustrates key frames where three persons
are tracked through severe occlusion. The occlusion occurs be-

tween frame 67 and frame 112. The occlusion continues for
about 3 s and the ground is invisible.

The new approach can stably track multiple objects with
irregular movement after a long duration of complete occlusion.
Fig. 12 shows the passing of two persons, where both of them
at some instant are completely occluded by a tree. The first
person paused for a while behind the tree, while the second
person passed by the tree. After the second person has been
visible again, the first person returned back. From frame 122 to
frame 296, the first person is completely occluded by the tree.
From frame 253 to frame 309, the second person is completed
occluded by the tree.

Our new approach is proposed to segment and track multi-
ple objects through occlusion by appearance based object mod-
eling, and has the same input and output as in the work of
Elgammal and Davis [6]. We make a comparison with the work
of Elgammal and Davis [6], as shown in Figs. 13 and 14. Fig. 13
illustrates two persons with the similar blob density while the
blobs are different in texture. When occlusion occurs, our ap-
proach can track well, but the method in Ref. [6] will fail to
track. Fig. 14 illustrates that one person squats suddenly during
occlusion. Even in this case, our approach works well, while
the method in Ref. [6] makes a mistake. The degree of occlu-
sion and the segmentation error rates of the two approaches are
shown in Fig. 15.

Experimental results show that in contrast to the traditional
approaches, especially Ref. [6], there are some advantageous
features of our approach.
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Fig. 15. Comparison results of the approach in this paper (OSC) and the approach of Elgammal and Davis [6] (KDEC). Top row: The occlusion degree of
sequence in Figs. 13 and 14. Bottom row: The error of segmenting results, respectively.

Firstly, as shown in Fig. 10, our approach can stably track
multiple objects with prior spatial model unknown. Our ap-
proach does not rely on the prior object’s spatial information.
In Ref. [6], the prior spatial model of tracking objects is one of
prior constraints known before tracking.

Secondly, our approach is block sample based classification,
which can distinguish the differences of local texture, whereas
in Ref. [6], the method is blob density based classification,
which ignores the differences of local texture within the blobs.

Thirdly, method in Ref. [6] assumes that the objects are all
in upright pose, which is too restrictive for the real scene. Our
approach does not rely on this assumption, and with block
sampling, our approach can track robustly with pose changing
greatly.

Fourthly, our approach does not rely on the assumption of
only smooth changes in position between consecutive frames,
and can well estimate the position of objects through occlusion
in the case of irregular movement or frame skipping. Remark-
ably, the method in Ref. [6], however has an assumption of
slight changes in position between consecutive frames, to re-
duce the large computational cost for position estimation, which
may cause tracking error in complex cases.

Since our approach has relatively many parameters, naturally
there arises a question: How easy or difficult is it to obtain a

good set of parameter values? To see how sensitive the pro-
posed method is to small changes of its parameter values, we
calculated the error classifications in pixel for different parame-
ter settings, where only one parameter was varied at a time. The
measurements were made for several video sequences, includ-
ing indoor and outdoor scenes. The results for the sequence of
Fig. 9 are plotted in Fig. 16. It can be clearly seen that, for these
parameters, a good value can be chosen across a wide range of
values. The same observation was made for all the measured
sequences. This property significantly eases the selection of pa-
rameter values. Furthermore, the experiments have shown that
a good set of parameters for a sequence usually performs well
also for other sequences.

The relationship of final label error to the error of center
position estimation are shown in Fig. 17 for the sequence of
Fig. 9. It shows that when the error of estimated center position
to the real center position varies between −20 pixel and 20
pixel, the label error is within 15%. In our approach, the real
error of estimated center position is within 5 pixel, which can
slightly effect the final label error.

The method is implemented using C++ on a personal com-
puter (with 2.0 GHz processor and 1 G memory). The image
resolution is 320 × 240 pixels (24 bits per pixel). With the pa-
rameter values (L = 15, � = 0.5, n = 9, W = 30), an average
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Fig. 16. Error rates for different parameters for the sequence of Fig. 9. While one parameter was varied, other parameters were kept fixed at the values:
� = 0.5, L = 15, n = 9, W = 30. The error rates are the total false negative rates of two objects averagely through occlusion.

Fig. 17. The relationships between final label error and different center error for two objects for the sequence of Fig. 9. The 2D coordinates denote the error
of estimated center position to the real center position. (a) Center error of object labeled-1 (Fig. 9) changes and center error of object labeled-2 is zero. (b)
Center error of object labeled-2 changes and center error of object labeled-1 is zero.

processing rate of 11 frames per second is achieved by using
our algorithm. When the objects are slightly overlapping, more
regions need to be segmented. In this case, the processing rate
of the proposed algorithm is 8 frames per second. It shows the
proposed algorithm can meet the need of real-time applications.

4. Conclusion

In this paper, we introduce a novel online sample based
classification approach to track multiple objects through oc-
clusion. Training samples are extracted from the objects’
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foreground regions before occlusion. And two-stage classi-
fiers are learned from these online updated training samples.
When occlusion occurs, the foreground regions corresponding
to multiple objects are extracted to several testing samples.
Using the first-stage classifier with the local color and texture
features to select spatial distinguishing points, the positions of
the centers of multiple objects are estimated quickly. Then, us-
ing the second-stage classifier with the relative spatial features
and the local color and texture features, the testing samples
are labeled correctly. The contribution of our new approach
can be summarized as follows.

Firstly, the center positions of multiple objects through
occlusion are estimated accurately with unsmooth motion in
consecutive frames, such as frame skipping, long-term severe
occlusion and large pose changes.

Secondly, the instantaneous spatial features relative to the
center of objects are used instead of the fixed spatial models. So,
the new approach can track various kinds (unknown) of objects.

Thirdly, with novel online block sampling and classification
with instantaneous local color and texture features and relative
spatial features to the centers of the objects, the new approach
can segment and track multiple objects through occlusion ef-
fectively.

Finally, the new approach can easily be combined with other
methods to improve the accuracy of the tracking system in
certain cases.

Future work includes improvement of feature description and
combining with other methods to improve the accuracy of clas-
sification in real system.
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